
 
 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 





 
 

 

 

 

 



 
 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

Test Cross-section Chi-square (Prob.) 

Chow Test (p-value) 0.878 

Hausman Test (p-value)  

Lagrange Multiplier Test (p-value)  

 

  

Chow-test is used to select the model used, whether it is best to use a 

common effect model or a fixed-effect method. This test is done by statistical test 

F or chi-squared with the following hypotheses used: 

Ho: Models follow common effect models 

H1: Model follows fixed effect model 

Alpha: 5% 

Provision: Reject Ho if both the F test or Chi-square values < alpha. 

Based on Table 4.2.1 above, it is seen that the chow test results show a chi- 

square probability value of 0.878 greater than 0.05. Thus, Ho is is not rejected, and 

H1 is rejected. That is, the common effect model is better than the fixed effect . 

 

 

The Hausman test chooses which is better, whether using a fixed-effect 

model or a random effect model. The hypotheses in the Hausman test are as follows: 

Ho: Models follow the Random Effect Model 

H1: Model follows Fixed Effect Model Alpha 

Alpha = 5% 

Provision: Reject Ho if the p-value value < alpha. 

 

 

 



 
 

 

 

 

 

 

 

 

 

  

  

  

 

 

 

 

 

 

 

 

 

Based on the results of the random effect model, Implications for the 

Lagrange Multiplier (LM) Test: 

The random effects variance ) is effectively zero ,this 

directly supports the conclusion that random effects are not necessary, and the 

variance across cross-sections is negligible. Thus, the Common Effects Model 

(Pooled OLS) is sufficient for modelling the dataset 



 
 

 

A summary of the results of the chow test, Hausman test and Lagrange 

Multiplier test can be seen in Table 4.2.3 below. 

 

 

Test Compared Model Result of Comparison 

Chow Test 
FEM 
REM CEM 

Hausman Test FEM 
REM 

 
Lagrange 
Multiplier 

Test 

CEM 
REM 

CEM

 

 

 

  

A classical assumption test is a statistical test performed to measure the 

degree of relationships or effects between independent variables through the 

magnitude of their correlation coefficients. The classical assumption test is done 

before using a regression model to test whether residual variables have a normal 

distribution in regression models. Because the study used panel data and more than 

two independent variables, the corresponding classical assumption tests that would 

be conducted were the normality test and the multicollinearity test. 

 

  



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The multicollinearity test findings, as shown in Table 4.3.1, indicate that the 

VIF value for each of the following independent variables is less than 10: Coal 

Price, Exchange Rate, Market Return, ROE, CR, TATO, DER, EY, and 

Rusia_Ukraine War. Therefore, since the VIF value is less than 10, it can be said 

that all independent variables are not affected by multicollinearity issues. 

 

  

 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

  



 
 

 

 

 

  

 

 

  

 

  

    

 

 

 

  

 

 

 

  

 

 

 

  

 

 

 

  

 

 

 

  

 



 
 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 



 
 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 



 
 

 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


