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CHAPTER I

INTRODUCTION

1.1
Problem Statement


Since the breakdown of the Bretton Wood system in 1973, exchange rates have been allowed to float freely or almost freely.  This has led to a substantial increase in the variation of currency values with respect to each other. Researchers have attempted to determine the effects of floating exchange rates on volume of trade.  The hypothesis is that uncertainty and volatility of exchange rates could have effects on trade flows.  Uncertainty and volatility of exchange rates are hypothesized to cause firms to increase prices, which will reduce export volumes.  The other view is that firms view the opportunity to trade internationally as an option whose value rises with increases in volatility.  In this view, international trade is increased when exchange rates are volatile.  



Many analysts of international economics concur that the generalized floating of exchange rates in operation now for at least 15 years has increased volatility in both the nominal and real exchange rates for developed and developing countries.  What remains controversial, however, is whether increased variability of the exchange rate, being indicative of the greater risk and uncertainty in international transactions, has had a negative effect on the volume and value of international trade flows.  Has exchange rate variability contributed to the slowdown in the growth of international trade observed during the 1980s.  


In recent years a significant volume of research has taken place in order to empirically evaluate the determinants of export demand in developing countries.  The literature can generally be divided into papers that use conventional estimation procedures and those that recognize the non-stationary nature of real exports and its determinants.  Studies which can be grouped into the former category include Kenen and Rodrik (1986), Pozo (1992), and Grobar (1993), while those included in the latter include Koray and Lastrapes (1990), Khumar and Dhawan (1991),Chowdury (1993), Arize (1995), Sukar (1998), Hassan and Tufte (1998), and Fountas and Bredin (1998) which use cointegration and error correction models (ECM) to estimate a long-run and short-run export demand function. 


There is no consensus, theoretical or empirical, on the impact of exchange rate volatility on international trade (Hassan and Tufte, 1998).  Hooper and Kholhagen (1978) derive and estimate a reduced form equation for trade between two countries starting from the assumption that utility is positively or negatively related to profits, and negatively related to variance of the profits.  Similar equations have been estimated since then for different time periods, for bilateral and aggregate trade flows for different countries, for different measures of volatility and for real and nominal variables.  


On the other hand, a good deal of attention has been directed at the effect of currency depreciation on the agricultural sector of the economy.  If currency depreciation strongly affects the agricultural sector, then the majority of the associated impact must come through agricultural exports.  Schuh (1974) has demonstrated that overvaluation; followed by devaluation could have important effects on the foreign component of the agricultural sector. This latter point is particularly relevant because many of the empirical studies of the effect of devaluation on U.S. agriculture have concentrated on price and export effects.


The question of the impact of exchange rate on the volume of international trade has been studied extensively since the late 1970s when the move to the floating exchange rates occurred.  Whether exchange rate has an effect on real economic activity, such as trade, exchange rate management continues to be an important question in many countries since it has implications for the choice of exchange rate system and the conduct of exchange rate policies.  Economic theory has little to say to help understand volatility.  It seems excessive in the sense that existing models are not capable of generating the observed volatility (Hassan and Tufte, 1998). 


Nainggolan (1979) said that performance of the agriculture sector is affected by macroeconomic policies through its effect on inflation, real exchange rates and incentives to export and import.  He has argued that informal sectors in general, and agriculture in particular, have been held back in many developing countries by policies that have contributed to capital market fragmentation, by inflation, administered interest rates, and exchange rate overvaluation.  Timmer and Falcon (1983), argue in a similar fashion for greater focus on "macroprices", i.e., the inflation rate, interest rates, wage rate, the exchange rate, and the intersectoral terms of trade.


Studies of developing countries are of potential importance, in that much of their real exchange rate uncertainty stems from macroeconomics policies.  In particular, many developing countries experience high variable rates of inflation as they expand domestic credit to finance fiscal deficits or to increase lending to the private sector.


This study improves on previous studies that have estimated Indonesian export demand functions in several ways.  First, it recognizes that exports and their determinants are potentially non-stationary variables.  Second, in contrast to all other studies, it includes a measure of exchange rate change to investigate the affect of such movement on exports.


Although several studies examine the effects of exchange rate on the levels of trade, there is no consensus of opinion on the consistency of the relationship.  Indeed, some studies find that volatility has positive effects, some find no effect and some find negative effects on volume of trade.  Fewer studies examine agricultural commodities and the effects of exchange rate.  And fewer yet look at disaggregated trade flows in agricultural in order to determine the effects of exchange rate volatility on individual commodity trade flows.  In fact, no published studies exist in the current agricultural economics literature that attempt to apply the same technique to several different commodities to estimate the extent that exchange rate volatility affects an individual country’s exports of individual commodities over an extended period of time.


For Indonesia, foreign exchange rates have been highly volatile since the abandonment of fixed exchange rates in November 1978.  It is widely believed that increased uncertainty from high volatility in exchange rates inhibits the growth of foreign trade.  Ever since the floating exchange rate system has been adopted in Indonesia, there has been a substantial increase in nominal and real exchange rate volatility, with little negative effect on international trade.


Indonesia has experienced both fixed and managed floating exchange rate systems.  From July 1971 until November 1978, the value of the rupiah was pegged to the U.S dollar in a fixed exchange rate system.  The system moved to a tightly managed float in November 1978, and to a more flexible but still managed float in March 1983.The current system, introduced in July 1997 is a floating exchange rate regime.  The adoption of a floating exchange rate regime in 1997 and the effects of volatility on the volume of Indonesia exports have been the subjects of both theoretical and empirical investigations.  Much of the interest in this issue was stimulated by the increased uncertainty from high volatility in exchange rates and by the potential for exchange rate to have lasting consequences on the volume of international trade.  Nonetheless, no real consensus about the effects of exchange rate on Indonesia exports has emerged.  Conventional theories by Hooper and Kohlhagen (1978) of the effect on trade volume imply that increases in exchange-rate volatility will reduce the volume of trade.  Indonesia has attempted to increase foreign earnings through increased exports, especially agricultural products.


One of the most dramatic events in the international arena over the last three years was the depreciation of Indonesia rupiah by almost 350 percent.  The depreciation was largely a result of decreasing purchasing power parity for Indonesia.  Dramatic as it was, however, the initial depreciation of the rupiah was followed by yet another depreciation.  During this same period, Indonesia experienced deficits in the trade account balance. These facts, with the still weak position of Indonesian the rupiah in international currency markets, have led many trade theoreticians to question the overall effectiveness of exchange rate depreciation as a policy tool.  In fact, there is a school of thought which suggests that depreciation can have only monetary effects, in which case depreciation likely causes a portfolio adjustment but is unlikely to affect seriously the trade balance (Laffer, 1976).


The motivation for estimating the Indonesian export demand function derives from the recent exchange rate extraordinary volatility.  Most empirical studies of the determinants of Indonesian exports have used traditional estimation techniques ((e.g Timmer (1986) and Nainggolan (1987)), and have not considered the integration properties of the time series involved in the analysis.  The general conclusion of the above papers is that the foreign exchange rate is the most important macro price affect. A lower real exchange rate decreases the costs to foreign consumers of the Indonesian products, improving agricultural exporters' competitive position.


Prior to 1987, oil and natural gas dominated Indonesia's export economy.  Oil revenues have not been used to diversify the economy, and in fact, may have a detrimental effect on the economy by contributing to inflation, inadvisable government spending, conspicuous consumption and a general false sense of economic security  (Vinick, 1991).  Moreover, in 1987, the values of non-oil exports exceeded oil and gas exports for the first time.  Growth in the non-oil sector has exceeded 15 percent annually since 1987, and in 1989 accounted for 62 percent of total exports, with oil and gas exports accounting for the remaining 38 percent.  Table.1.1 and shows Indonesia's export value of oil and non-oil.


Agricultural exports remain the important, having averaged 9 percent of export value from 1994-1998.  Low cost labor, soil, and climate have strongly influenced comparative advantage in agricultural exports.


Indonesia is a net exporter of agricultural commodities.  During the 1994-1998 periods the growth of net agricultural exports in nominal values was 29 percent.  The share of agricultural export earnings in 1998 was 8 percent. However in 1998 the agricultural component of total export earnings of Indonesia was 13 percent excluding export earnings from oil.

Table 1. 1 Export Value Oil and Non-Oil Indonesia 1994-1998 (US$ Millions)

	Sectors
	1994
	1995
	1996
	1997
	1998

	Oil
	Crude Oil
	5,071.56
	5,145.70
	5,711.81
	5,479.99
	3,348.62

	
	Oil Product
	932.92
	1,296.74
	1,516.09
	1,302.45
	708.07

	
	Natural Gas
	3,689.12
	4,021.97
	4,493.91
	4,840.10
	3,815.46

	
	Sub total
	9,693.61
	10,464.41
	11,721.81
	11,622.55
	7,872.16

	
	
	
	
	
	
	

	Non Oil
	Agricultural
	2,818.33
	2,887.32
	2929.42
	3,274.86
	3,658.88

	
	Industrial
	25,702.67
	29,329.38
	32,116.99
	34,842.98
	34,587.68

	
	Mining
	1,837.11
	2,735.30
	3,054.21
	3,170.54
	2,724.44

	
	Others
	1.71
	1.55
	1.30
	532.69
	4.45

	
	Sub total
	30,359.82
	34,953.56
	38,092.93
	41,821.05
	40,975.47

	
	
	
	
	
	
	

	Total Export
	40,053.43
	45,814.75
	49,814.75
	53,443.60
	48,847.63


Source: Department of Trade and Industry, Nov. 1999


The most important cash crops for exports are natural rubber, palm oil, coffee, cocoa and tea.  Traditionally, rubber has been the most valuable Indonesian agricultural export commodity.  In 1997 rubber production was down 12 percent from 1996, and lower prices caused its export value to fall nearly 20 percent from $1,893 million to

$1,505 million.  Nevertheless, rubber retained its position as Indonesia's largest agricultural earner of foreign exchange, accounting for 26 percent of total agricultural export receipts.  Table. 1.2 and Figure 1.1 show Indonesia's export value by major commodities.

Table 1. 2 Export Value by Major Commodities, 1994- 1998 (US$ Millions).

	Commodities
	1994
	1995
	1996
	1997
	1998

	Plywood
	3,650.25
	3,451.51
	3,544.12
	3,476.80
	2,327.25

	Rubber
	1,268.06
	1,986.20
	1,893.54
	1,505.10
	1,009.54

	Garments
	3,095.66
	3,325.05
	3,186.89
	4,180.67
	3,816.69

	Coffee
	750.40
	621.75
	597.76
	582.58
	606.79

	Iron steel
	453.66
	521.78
	608.27
	659.69
	990.38

	Palm oil and Kernel
	878.34
	973.14
	1,016.78
	1,661.89
	816.29

	Copper
	878.70
	1,550.59
	1,396.70
	1,547.55
	1,748.53

	Pulp and Paper
	782.48
	1,503.65
	1,369.42
	1,952.99
	2,469.19

	Cocoa
	218.18
	225.35
	286.45
	247.34
	259.34

	Tobacco
	62.13
	76.46
	81.93
	123.88
	139.32

	Tea
	106.71
	94.16
	106.22
	150.20
	169.28

	Others
	8,767.61
	10,362.17
	10,831.35
	11,875.33
	13,012.56

	Total Non Oil Export
	20,694.00
	24,466.45
	24,632.98
	27,716.69
	27,105.81


Source: Bank Indonesia, August 1999.

Figure 1. 1 Value of Indonesian Export by Commodities (1971-1998)
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The unit root hypothesis has recently attracted a considerable amount of work in both the economics and statistics literature.  Indeed, the view that most macroeconomic time series are stochastic rather than deterministic non-stationary has become prevalent.  The seminal study of Nelson and Plosser (1982), that found most macroeconomic variables have a univariate time series structure with a unit root has catalyzed a burgeoning research program with both empirical and theoretical dimensions.  It means if the series contained a unit root, the data are called non-stationary, which leads to spurious regression results.  Their study applied a similar Dickey - Fuller (1979) statistical methodology to an economic time series.  On the statistical front, they merged alternative approaches to test the unit root hypothesis, e.g they included a test proposed by Philips and Perron (1988) and methodology suggested by Campbell and Mankiw (1987,1988).  Empirical applications of these methodologies generally reaffirmed that conclusion that most macroeconomic time series have a unit root.


Traditional cointegration tests have estimated a linear deterministic trend model without considering the possibility of structural changes in the data.  Many macroeconomic and financial data appear to exhibit kinks in their trends due to a structural change in the potential growth rate.  One major drawback of unit tests in that is all of them the implicit assumption is that the deterministic trend is correctly specified.  Perron (1989) argued that if there is a break in the deterministic trend, then unit root tests would lead to the misleading conclusion that there is a unit root, when in fact there is not. He also tested the stationarity of some long-run U.S time series data that had been judged as non-stationary by previous studies.   Since then, it has become apparent that the empirical results of many time series tests critically depend on the assumption of a deterministic trend.


Export demand functions have traditionally been estimated using standard regression models.  However, several economists have pointed out the inappropriateness of applying regression models to non-stationary data because of the problem called "spurious relationship".


This study departs from the previously cited studies previously in at least five important respects.  First, this study focuses upon the correct representation of the nature of non-stationarity evident in various time series across different agricultural commodities.  Most specifications used in previous studies fail to recognize that real exports and some of its proposed determinants, such as real world trade or foreign real income, are potentially non-stationary integrated variables.  Neglect of this point implies that inferences made concerning the long-run elasticity are potentially highly misleading (Granger and Newbold, 1974).


Second, special attention is given to the dynamic structure of the statistical model, which seems warranted in order to draw meaningful conclusions on the speed of adjustment.  A common feature of most previous studies is the use of the log-level or log difference specifications.  In this study, new econometric techniques that integrate the level and first-difference specifications are employed.  To examine whether a long-run equilibrium relationship between real exports and exchange rate volatility exists, a cointegration technique is employed.  The short-run dynamics by which real exports converge on the equilibrium long-term values are examined using error-correction procedures.


Third, the study contains a careful examination of the residuals.  In particular, it tests for higher-order autocorrelation, functional form misspecification and non-normal residual.  It is important to mention that previous studies failed to extensively examine the validity of their econometric model.


Fourth, this study uses quarterly data instead of annual data.  It focuses on all exchange rates regimes in Indonesia from the fixed exchange rate period 1971:1 through the floating exchange period 1998:4.


Finally because of the policy change in the exchange rate regimes from fixed exchange rates to managed floating to floating exchange rates, alternative structural change regression estimations are conducted. 


The purpose of this paper is to reexamine the assumptions of a cointegration model on which an error correction model is based, and to investigate whether a stable relationship exists between agricultural exports and exchange rate volatility.  The thesis also emphasizes the importance of treating a deterministic trend properly, which has often been neglected in the past.  It also focuses on the issue of structural change and cointegration on the deterministic model.


This study estimates an agricultural export demand model for Indonesia using recently developed cointegration and error correction techniques to examine the long-run and short-run relationship between exchange rate volatility and agricultural export movement.  Unit root and cointegration tests are used appropriately with structural change.  The advantages of this statistical approach are that it provides more efficient short-run and long-run coefficient estimates and avoids the problems of spurious regressions. 

1.2
Objectives

The general objective of this analysis is to determine the influence of exchange rate on Indonesian agricultural export movement for individual products (cocoa, coffee, palm oil, rubber and tea) as well as aggregate products. The specific objectives are to evaluate the long-run relationship between exchange rate and Indonesian agricultural exports.  Unit root and cointegration models with structural change are used to determine the effects of exchange rate on Indonesian short-run agricultural export growth using an error-correction model.

1.3
Organization of the thesis


The rest of the thesis consists of five chapters.  In chapter II, a review of related empirical work is presented.  This chapter contains three parts, the first covers the exchange rates and agricultural exports, the second deals with unit root and cointegration without structural change, and the third covers the unit root and cointegration without structural change.  Chapter III presents relevant theories for the development of the model.  Chapter IV describes the methodology for the analysis, details on data adjustments and methods for the model are presented.  In chapter V, empirical results are examined and interpreted.  Chapter VI, finally, concludes the study; the summary, conclusion, policy implications are presented based upon the results of the study.

CHAPTER II

LITERATURE REVIEW

2.1
Exchange rates and Agricultural Exports


From August 23, 1971 to November 15, 1978 Indonesia maintained a fixed exchange rate system rate of Rp. 415 for each U.S dollar.  This rate was maintained until a major devaluation took place, which was Rp 625 for each U.S dollar until November 1986.  Then a major change also took place in the system itself. A managed floating rate regime was implemented (Harinowo, 1985).  From late 1986 until August 1997, the rupiah was on managed float, depreciating slowly against a basket of trading partner currencies.  During this period, Bank Indonesia (the Central Bank) steadily widened the band between its buying and selling rate trade on the rupiah in an effort to encourage the development of an interbank foreign exchange market and discourage speculative short-term capital flows.  However, with pressure on the rupiah and other currencies of the neighboring countries, Bank Indonesia decided on August 14, 1997 to eliminate its intervention band.  Since then the rupiah has essentially floated, although Bank Indonesia continues to occasionally intervene in an effort to stabilize the exchange rate (Indonesia Economy Policy and Trade Practices Report, 1997).


The rationale behind the change from a fixed to a tightly managed floating system in November 1978 was to curb the rate of inflation.  From August 1971 to November 1978, the rupiah pegged to the U.S dollar in fixed value was twice devalued.  The high inflation rate in Indonesia before November 1978 caused a decline in the rupiah's purchasing power parity.  In the context of free capital mobility, Indonesia was forced to abandon the fixed exchange rate system.  Instead of moving to a flexible exchange rate system, Indonesia chose to move to a tightly managed floating system.  Arnt (1978) has argued that the motivation behind this change was the prospect of the imposing Balance of Payments (BOP).  It was projected that the BOP could be moved from a huge surplus to stationary or even declining in international reserves.  Another argument (Dick, 1979) states that the change was a basis for developing export-oriented economy.


The movement to the flexible managed floating exchange rate system in March 1983 was motivated by experience from using the previous system. The tightly managed floating system was considered a failure in reducing inflationary pressure from the second oil shock in fiscal year 1979/1980 (Arnt, 1983). Arnt (1979) argued reasons for this change as follows.  First, the stability of the Indonesian exchange rate against major currencies that have moved freely since the collapse of the Bretton Wood system in 1973 is substantially determined by the major countries and has little to do with the external condition of Indonesia.  Second, Indonesia was attempting to maintain an appropriate level of international reserves to provide assistance to industries producing tradable goods and to stabilize domestic prices.  In pursuing these objectives, the fixed and the tightly managed floating system appeared to be ineffective.  


In August 1997 the government of Indonesia decided to adopt a freely floating exchange rate.  The flexible managed floating system did not maintain the desired level of international reserves and experience showed that the levels of foreign reserve changed with high variability, and the level of competitiveness for tradable goods fluctuated substantially.


Several previous studies of the relationship between agricultural exports and macroeconomic conditions have been undertaken to help explain domestic price and export expansion. One of the first articles examining the relationship between devaluation and agriculture was by Schuh (1974). He argued that the exchange rate affects the valuation of resources within a country, the distribution of benefits between consumers and producers, and the way that the benefits of technical change are shared between the domestic population and the world at large.  He connected the devaluation of the early 1970's to agricultural price increases.  The lower exchanges rates of the U.S. dollar cut the price of the agricultural exports.


Schuh argued that over-valuation and under-valuation of the dollar had been important in explaining the path of domestic agricultural prices.  He showed that devaluation of the dollar during the fixed exchange rate regime to a floating one made the U.S more vulnerable to international economic policies and events.  Nainggolan (1979) produced support for Schuh's reasoning for Indonesian agricultural exports, while Barnett, Bressler, and Thompson (1981), and Glecker (1988) did it for U.S. agricultural export, and Lin (1981) produced support for Canadian agricultural exports.


Clark (1974) studied the effect of the United States dollar on both manufactured goods and agricultural commodities exports.  Grenshields (1974) studied the effect of the Japanese yen on United States exports of wheat, corn and soybean to Japan.  Their results showed that the response to exchange rates changes was analogous to the response of price changes and the dollar devaluation had little effect on the exports.


Velliantis - Fidas (1976) reported econometric studies that measured the effect of exchange rates on U.S. agricultural exports.  The results indicated that the exchange rate was not a significant explanatory variable for U.S. farm exports.  Kost (1976) presented a theoretical framework to assess the trade impact of change in the exchange rate on commodity production, consumption, trade level, and prices for two trade partners.  The theoretical model was used to analyze the possible effect of devaluation on the agricultural sector.  As Henneberry, Drabenstott and Henneberry (1987) explained, the dollar's exchange value does not fully affect farm trade patterns because farm-trading countries are more likely to have fixed exchange rates, and these regimes are less responsive to exchange market forces.  Gotur's (1985) estimation showed that the increased value of the U.S. dollar in "1981" and "1982" reduced the value of U.S. agricultural export.  Also, Thursby and Thursby (1987) estimated that a dollar devaluation of 10 percent would increase on domestic prices of wheat in the U.S by 6.9 percent.  These results compare closely with those obtained by Chambers and Just (1981).


Hooper and Kohlhagen (1978) were the first to analyze systematically the effects of exchange rate uncertainty on trade flows.  The methodology proposed by Hooper and Kohlhagen (1978), in original or modified forms, is often used as the basis of empirical investigation.  They modeled the behavior of exporters and importers operating under exchange rate risk and concluded that if traders are generally risk averse, an increase of exchange rate risk will unambiguously reduce the volume of trade.


Bredahl, Collins, and Myers (1980) explained why it is inappropriate to use simple exchange rate measures to infer exchange rate impacts for individual commodities.  Their result indicated that much of the variability in commodity prices is caused by factors other than the exchange rate.  They argued that the size of exchange rate impacts on trade and prices depends on the crop, the year, the country considered, and government influence, underlying elasticity and whether real prices or nominal prices are being measured.


Cushman (1983) modified the Hooper and Kohlhagen (1978) study and extended it to analyze 1965 to 1977 trade's flows.  He also modified the study by using real exchange rates in his calculation of exchange rate risk.  Using real exchange rates instead of nominal risk, he showed that as exchange rate uncertainty increases, trade quantities decrease.  He also indicated that the risk effects usually occur with a lagged effect.


Cushman (1986) extended the Hooper and Kohlhagen (1978) framework to include what has been termed the "third country effects". He studied export flows from the U.S. to the U.K., the Netherlands, France, Germany and Japan.  Using joint significance tests that account for both bilateral trade flows and third country effects, he found that third country risk effects are negative.  He also concluded that the total cost of risk had grown steadily over the period of floating exchange rates. 


Using quarterly data, Warner and Kreinin (1983) assess the effects of variations in the current and expected exchange rates on real trade flows by estimating import and export demand functions for 19 developed and 18 developing countries.  They observe that generalized floating has had an impact on the volume of trade and that estimated coefficients change significantly from one period to another.  Akhtar and Hilton (1984) however, reach more definite conclusions.  Considering only bilateral trade between the United States and West Germany, the model is extended to include additional explanatory variables such as capacity utilization.  Akhtar and Hilton conclude that exchange rate uncertainty, as measured by the standard deviation of effective exchange rates, has had a significant negative impact on the imports and exports of the two countries.


Kincaid (1984) estimated import demand and export supply equations, and analyzed the effectiveness of the exchange rate adjustment in promoting non-oil exports in Indonesia.  Timmer (1986) emphasized the linkages between macroeconomics policy and food sector in Indonesia and found that the foreign exchange rate is the most important macro price effecting agricultural exports. 


Batten and Belongia in 1984 as a part of a paper about exchange rate behavior and agricultural exports presented an extremely simple, single equation aggregate export model. Using quarterly data, their empirical model regressed the volume of U.S. agricultural exports on the trade-weight index of foreign real GNP, a deflated price index of U.S. agricultural exports and the trade-weight index of the dollar.  Batten and Belongia conclude that importer affluence is the main factor that affects agricultural exports, not the exchange rate.


Gotur (1985), however, questioned the robustness of Akhtar and Hilton (1984) results.  Gotur expanded the number of countries to include France, Japan and the United Kingdom, and varied the sample period, and changed the measures of exchange rate risk.  Gotur failed to find conclusive evidence that exchange rate uncertainty had any significant impact on bilateral trade flows.  She also developed the model later used by Asseery and Peel (1991) and Chowdhury (1993) and showed that it is a maximization solution of behavioral demand and supply functions for exports.


Bressler and Babula  (1987) explored the relationships among the Federal Reserve Board's real trade-weighted exchange rate and cash prices, export sales, and shipment of wheat from a forecasting perspective explicitly.  Bressler and Babula (1987) reported mixed results when comparing forecasts from the four variables vector autoregression (VAR) to those of univariate autoregression.  They conclude that forecasts of wheat sales are not improved by including the exchange rate as an explanatory variable but that "exchange rates seem to have an impact on real wheat prices".


In their 1988 empirical study, Childs and Hammig used a model with simultaneous equations for five commodities to test the hypothesis that the exchange rate is a key explanatory variable affecting the level of farm exports.  Childs and Hammig had conclusions similar to those of Batten and Belongia (1984), finding that exchange rates matter much less than do variables representing importing country income.


Khumar and Dhawan (1991) attempted an empirical examination of the impact of exchange rate uncertainty on Pakistan's exports to its major partners in the developed world for 1974-1985. Using monthly and quarterly data the results showed that the volume of Pakistan's exports to the developed world might have been adversely affected by increased variability of its bilateral exchange rates.


A study by Grobar (1993) used pooled time-series and cross-sectional data to conduct an empirical investigation of the relationship between real exchange rate uncertainty and manufactured exports of developing countries.  Evidence is found that some categories of LDC manufactured exports are negatively affected by real exchange rate uncertainty.

2.2
Unit Root and Cointegration Without Structural Change


Studies that have measured the effects of exchange rate volatility on real exports have used export demand models that are very restrictive.  The problem is particularly acute in the case of the exchange rate volatility and relative price estimates, because the effects of this variable are widely believed to build slowly with statistically significant lags.  The specifications used in previous studies have not recognized that real exports and some of its proposed determinants such as real world income are, a priori, potentially non-stationarity integrated variables.  Failure to consider the non-stationarity of the variables may, in part, explain the mixed conclusions on the effects of exchange-rate volatility.  In this study, the properties of the individual time series will be established prior to testing for cointegration.  Series that are integrated of a different order cannot be cointegrated.  In the second step, the maximum likelihood framework for estimating cointegrating vectors between integrated series suggested by Dickey- Fuller (1981) and Johansen (1988) will be used.


The sample standard deviation of the exchange rate has been used as a proxy for exchange rate uncertainty in empirical studies that examine the effects of exchange rate uncertainty on the volume of foreign trade (Akhtar and Hilton (1984) and Gotur (1985)).  These studies have provided conflicting evidence on this issue.   It has been argued that using the sample standard deviation is inappropriate because the empirical distribution of exchange rates is not normal (Arize, 1997).


In this regard, subsequent empirical research by Cushman (1983), Kenen and Rodrik (1986), and Chowdhury (1993) employed a moving standard deviation of the rate of change of the exchange rate as a proxy for exchange-rate uncertainty.  Chowdury obtained a clear pattern of results that supported the hypotheses that the higher volatility of exchange rates led to a reduction in international trade transactions after the breakdown of the Bretton Woods system in March 1973.  Other studies have reported ambiguous results.  The inconclusive empirical evidence in previous studies may also be due in part to a number of estimation problems, besides the use of different proxies for exchange-rate uncertainty.  Researchers, with the exception of Chowdhury and Arize, have estimated the trade equation in the log-level form.  They also implicitly assumed the data were stationary. However, it is highly unlikely that the utilized data have this desirable characteristic.  As shown by Nelson and Plosser (1982) several macroeconomic variables generate spurious inferences in the absence of cointegration. 


Dutt and Ghosh (1994) investigated the export and economic growth cointegration structure for a large sample of twenty-six low, middle, and high-income countries, including four newly industrialized countries over the period 1953-1991.  The Dickey-Fuller and Phillips-Perron tests are conducted for stationarity.  Then they performed cointegration tests based on the Phillips-Hansen fully modified OLS method, and ran the Phillips-Ourialis test of non-stationarity on the residuals.  The results showed that for most countries in the post World War II period, export growth and economic growth have moved together.


Arize (1995) said that traditional export demand studies for other economies that do not include a variable representing the influence of exchange risk are potentially misspecified.  This evidence further suggests that exchange rate volatility may have significant affects on the allocation of resources as market participants attempt to minimize exposure to the effects of exchange risks.


Arize (1995) said that Granger and Newbold (1974) have questioned the assumption of data stationarity because most time-series variables such as those included in the model contain one or more unit roots which make them non-stationary.  In such circumstances, the use of standard t- ratios to judge the significance of a variable can be misleading.  By using cointegration and error-correction techniques, conditional and unconditional measures of exchange rates, and by testing for structural stability in his study on the effects of exchange rate volatility on U.S exports, the results were favorable to the hypothesis that exchange rate volatility impedes trade.


Arize (1997) investigated the impact of exchange rate volatility on real exports by employing a multivariate cointegration and error-correction modeling.  Arize (1997) used the quarterly export data of seven countries over the floating exchange rate period. In the specific function considered, real exports depended upon foreign economic activity, relative price and exchange rate volatility.  Each estimated model satisfied several recently developed econometric tests in the analysis of time-series data for issues such as cointegration, stationarity, specification errors, residual autocorrelation, and heteroscedasticity.  The resulting evidence strongly indicated the presence of a single unit root in virtually all variables at normal significance levels, a result consistent with the macroeconomic literature.  It also suggested that there was a unique, statistically significant long-run relationship between real exports and exchange rate volatility in each country.  In addition, in the majority of cases, exchange rate volatility had a short-run effect on export volume.  The finding was consistent with the result report by Chowdhury (1993) and Arize (1995). 

Arize (1997) examined the impact of real exchange rate volatility on the trade flows of the G-7 countries, in the context of a multivariate error-correction model.   The results showed that the increase in the volatility of the real exchange rate exerted a significant negative effect upon export demand in both the short-run and the long-run in each of the G-7 countries.  These effects may result in significant misallocation of resources by market participants.


Hassan and Tufte (1998) did not recognize that the trade flows and the variables explaining them were likely to be non-stationary and potentially integrated variables.  Neglect of this point implies that inferences made concerning the long-run elasticities were potentially misleading as noted by Granger and Newbold.


Sukar (1998) investigated how U.S exports were dynamically associated with foreign income and the real effective exchange rate of the U.S. using cointegration and error correction models.  Cointegration results indicated a direct relationship between exports and foreign income and an inverse relationship between U.S. exports and real exchange rates.  The error correction model indicated a significant short run relationship between changes in exports and changes in foreign income.


There has long been concern over the volatility of exchange rates and their impact on the volume of foreign trade.  However, very little attention has been paid to the choice of an appropriate volatility variable as well as the proper specification of the trade equation.


In this study techniques that integrate the level and first difference specifications are employed.  To examine whether a long-run equilibrium relationship between real exports and exchange rate volatility exists, a cointegration technique is employed.  The short run dynamics by which real exports converge on their equilibrium long-term values are examined using an error-correction model.


Most of the earlier studies specify trade models in levels or in log level model.  These models have been criticized because the levels and log levels of many economic variables in trade models are non-stationary.  The regression equation relating such variables could lead to spurious regressions, phenomena first described in Granger and Newbold (1986).  This phenomenan refers to the possibility that inferences based on the ordinary least square parameter estimates in such models are invalid because t and F ratio test statistics do not converge to their limiting distribution as the sample size increases.  In this case the null hypothesis of no relation would be rejected wrongly as discussed by Engle and Granger (1987). 

2.3
Unit Root and Cointegration With Structural Change


In this section, unit root tests that are applicable in models with structural change are discussed.  These tests differ from the usual unit root test in their treatment of the alternative hypothesis (Bacillar, 1996).  The alternative hypothesis considered here is more general and allows for shifts in the level or the growth rate of the series.


Nelson and Plosser (1982) originally studied the trend stationary model.  But they only explained characterization of the deterministic components of economic time series and the stochastic trend on the unit root.  Rappoport and Reichlin (1987) and Perron (1989) argued that the heterogeneous behavior in the deterministic component of economic time series was mainly due to unusual events like the oil price shock of 1973.  They argued that most economic time series are not characterized by the presence of unit roots and that fluctuations are transitory.


Studies by Engle and Granger (1987), Johansen (1988), and Philips and Ourialis (1990) assumed no deterministic trend or a linear deterministic trend.  Hansen (1992) and Johansen (1994) extended the earlier studies by introducing a higher order time trend.  Perron (1989) first considered a structural change in deterministic trend in a unit root test.

He presented evidence that most economic time series are trending stationary if one allows a single change in the intercept.  He showed theoretically that if the data generating process has a kink or a jump in the deterministic trend, a unit test that ignored such a possibility tended to have a bias for accepting the null hypothesis of a unit root.  In his research he found that many of the variables that had previously been judged as non-stationary were actually stationary. 


Hogan (1990) argued that unit root rests for real exchange rates must span a period long enough to allow for the possibility that reversion takes a considerable amount of time.  Using longer data series presents the problem of traversing obvious structural breaks.  Even when accounting for the possibility of a structural break, at which exchange rate regimes changed during the early 1970s, he cannot reject the presence of unit roots in real exchange rate data.  He also argued that the presence of roots does not give valuable insights into choosing one type of model over another.  This would depend on the relative importance of the non- stationary components of the series.  It is shown that a significant long-run relationship exists between real exchange rates for the period in which nominal exchange rates were fixed.  However, for the floating period, there is no evidence that real exchange rates are related in the long-run.


Perron (1989) showed that the standard test of the unit root hypothesis against trend stationary alternatives could not reject the unit root hypothesis.  The true data generating mechanism is that of stationary fluctuations around a trend function, which contains a one-time, break.  He derived a test statistic that allowed distinguishing the two hypotheses when a break is present. He applied these tests to the Nelson-Plosser data set and to the postwar quarterly real GNP series.  In the former, the break was due to the 1929 crash and takes the form of a sudden change in the level of the series.   For 11 out of the 14 series analyzed by Nelson and Plosser, the unit root hypothesis cannot be rejected at high confidence level.  In the case of the postwar quarterly real GNP series, the break in the trend function occurred at the time of the oil price shock (1973) and takes the form of a change in the slope.  Here again he rejected the null hypothesis of a unit root. He concluded that the fluctuation is indeed stationary around a deterministic trend function.  The only "shocks' which have had persistent effects were the 1929 crash and the 1973 oil price shock.


Perron (1990), with correction in Perron and Vogelsang (1992), considered testing for a unit root in a time series characterized by a structural change in the mean level (rather than in the trend).  Again the analysis was for a known break point, but it was shown that allowing for a break reverses previous conclusions that a unit root characterizes the real interest rate for the U.S. 


Hakkio and Rush (1991), Trehan and Walsh (1988,1991), Haug (1991) developed an alternative framework to test borrowing constraints.  Imposing breaks they obtained cointegration between revenues and expenditures in the earliest years but no cointegration in the years starting from the mid 1970s.  They interpreted this result to mean that the deficit had become a problem only in recent years and was not sustainable.


Kunitomo (1995), introducing a structural change to the cointegration test based on a maximum likelihood-ranking test, proved theoretically that the traditional test produced a bias toward reducing the rank if the data-generating process had a structural change.  He emphasized the risk of "spurious cointegration."  He also proposed a cointegration test for the variables with kinked linear deterministic trends, and presented some of the applied examples.


In addition to Ogaki and Park (1992), who first distinguished between the two kinds of cointegration, Johansen (1994) and Hansen (1992) also used a cointegration test that made the distinction between the two kinds of cointegration.  Johansen (1994) proposed a testing method that introduced a deterministic trend to the error correction term.  The model explained the following two cases: the case in which the cointegrating vector is linearly independent from the exogenous variables (consisting of a constant and a linear trend) and the case in which the cointegrating vector is linearly dependent on the exogenous variables.  Although he did not use the terminology "stochastic cointegration", his case of linear dependence corresponds to stochastic cointegration.  Extending the estimation method of Philips and Hansen (1990).  Hansen (1992) proposed a stability test for the contegration vector based on the langrangian multiplier method.  His method has the advantage that it can test the stability of the relationship between deterministic trends in addition to a cointegrating vector.


Quintos (1993) tested for structural breaks to determine whether a model with shifts is appropriate in U.S fiscal policy and whether there had been a structural change in deficit policy.  She also applied a test for change in cointegration in the parameters of the cointegrating vectors.  She found that there was a shift in deficit policy in the 1980's.  In other words, no cointegration between revenue and spending in the early 1980's and cointegrating between revenue and expenditures. 


Quintos (1993) tested for structural breaks to determine whether a model with shifts was appropriate.  Quintos treated the break points as known since the test conducted was known to have higher power than the test used by Haug (1992) that treated break points as unknown.  Haug's results showed no evidence of parameter instability over the sample periods 1960-1990 when the break points were treated as unknown, but use of the test with known breaks showed significant breaks in the early 1980's.  Quintos justified the choice of the break date by statistically testing for its significance.


Kunitomo  (1995) proposed a cointegration test for a multivariate time series model with structural changes.  He found that if a structural change was assumed in the Japanese growth trend in the early 1970s on a postwar times series of data for real GDP and real private final consumption expenditure turned out to be stationary. If when it is a linear deterministic trend with a structural break, the long-run relationship between the two variables depends on maintaining the stable relationship before and after the structural change in the deterministic trend, rather than the cointegration between stochastic trends.  This suggests the risk is high of a "spurious unit root" and a "spurious cointegration" arising from a misspecification of a deterministic trend when the traditional time series model is applied without appropriate caution.


Soejima (1995) found that real GDP might be stationary under the assumption of structural changes in the linear deterministic trend, but also that such an assumption is inappropriate for nominal variables such as money supply and price level.


Dropsy (1996) performed several structural stability tests for five foreign exchange rates relative to the dollar and five foreign exchange rate relative to the Deutsche Mark using quarterly data over 20 years (starting in the first quarter 1974).  He missed the important structural break of the switch to flexible exchange rates in March 1973.  He identified several series with structural breaks need to be analyzed in further study, whether they can be identified with major events or policy changes.  


Soejima (1998) presented time series model with deterministic trend consisting of multiple linear and nonlinear parts as the appropriate model for Japans postwar real GDP, money supply and GDP deflator.  This indicated that the cointegration between the three variables, which is supported by previous studies, arose from a misspecification of the time series model.

The study examines the influences of exchange rate on the movement in the volume of Indonesia agricultural exports for individual commodities (coffee, tea, rubber, palm oil, and cocoa) as well as commodity aggregates.  This study will provide additional empirical evidence on the effects of exchange rate on real exports.  No previous study on the effect of exchange rate on Indonesian agricultural exports has been published using time series techniques of cointegration, error correction model and causality using the structural change method. 
CHAPTER III

CONCEPTUAL FRAMEWORK

3.1
Exchange Rate Determination


Exchange rate determination is based upon two assumptions: (1) demand for money is a stable function of a limited numbers of aggregate economic variables, and (2) in the absence of tariffs, transportation costs and restrictions upon trade, the law of one price will hold in international markets.  In the monetary approach, the law of one price appears in the form of purchasing power parity condition (PPP), in which the exchange rate equates the price of traded goods in alternative currencies.  The absolute PPP hypothesis states that the exchange rate between currencies of two countries should equal the ratio of the price levels of the two countries.  Specifically,
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Where P and P* represent the domestic and foreign currency prices of traded goods, and E is the domestic currency price of foreign exchange.  This definition implies that the exchange rate appreciation and depreciation refer to fall and rise in E.  The relative PPP hypothesis states that the exchange rate should bear a constant proportionate relationship to the ratio of national price levels; in particular,
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where k is a constant parameter.

The real exchange rate (RER) can be defined (Dutton and Grennes) as:
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where E is the nominal exchange rate.  Since RER is determined by nominal exchange rates and the CPI foreign (Pj) and domestic (Pd) countries, the monetary model of exchange rate determination can be applied for the RER determination with the inclusion of the relative price ratio.


In calculating the export demand model, the trade weight for each commodity is calculated.  These weights explain the index of total amount exported to one country compared to total amount export to all importing countries
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(3. 4)

where:


Vjt= Real effective exchange rate


Wjt = Trade weight share corresponding to partner j.


Ejt = Nominal exchange rate in country j to domestic country


Pjt= CPI countri j.


PDjt = CPI in the importing countries.

But the Wj needs to be calculated first in the Equation 3.5 as follow,
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where:


XPTSj = Total amount of the commodity exported to country j from Indonesia 


during each year.


XPTSr = Total amount of the commodity exported from Indonesia to all 



importing countries during each year.

3.2
Export Demand Model


Export demand functions have traditionally been derived from utility function.  The demand for Indonesia goods by a trading partner j can be expressed in additive utility form as follows ( Houthaker 1960)
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where 
[image: image7.wmf]j
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= quantity export of ith good shipped from Indonesia to country j.


Assuming a CES utility function, the above function can be maximized subject to a budget constraint and a system of equation of the following form can be obtained (Sato, 1976). However, the trade weighted income for importing countries needs to be established first as, 
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where


Yjt = Income trade weight of country j.


Wjt = Trade weight share corresponding to partner j.


GDPjt.= GDP country j as income measured.


CPIjt= CPI country j as income measured.



[image: image9.wmf]t

xi

i

2

1

ij

j

j

P

/

P

ln

Y

ln

X

ln

e

f

f

+

+

=







(3. 8) 

where:


Yj   = Income trade weight of country j


Pj   = Price index of country j


Pxi = The average price of Indonesia exports


Exchange rate volatility creates uncertainties about the size of profits that importers can realize from trade (Lanyi and Suss 1982).  Abrupt changes the price of traded goods can cause the actual level of profit to deviate from the expected level.  Thus, the volume of exports is expected to fall.  So Equation 3.8 has been modified to include a variable of trade weight of foreign countries exchange rate.
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(3. 9)

where Vj represents real effective exchange rate with country j (trade weight index).


The export demand model is basically like any other demand model.  Price and quantity are inversely related, ceteris paribus, with equilibrium price and quantity determined the interaction of supply and demand.  In most empirical studies own price is assumed exogenous i.e. supply is perfectly elastic.  Thus, the export supply equation is not explicitly considered in trade models (Murray and Ginnman, 1976; Houthaker and Magee, 1969; Warner and Kreinen, 1983; Krugmena, 1989; Arize, 1995; Chowdhury, 1993). Aggregating the export demand function over all the goods exported to aggregating over all the trading partners, the export demand function, from the Equation 3.8 which including the prices of commodity trading the export demand can be rewritten as:
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Where :


Xt
= Total exports to all trading partners (U.S $)


Yt
= Exports -weighted income of trading partners GDP (1995=100)


Pt 
= A Relative price variable (U.S$)


Vt 
= Real effective exchange rate between Indonesia and




its trading partners (trading partner exchange rates /U.S$)


et
= Error term

3.3
Non-stationarity and Unit Root


The econometric literature on unit roots took off after the publications of the paper by Nelson and Plosser (1982) that argued that most macroeconomic series have unit roots and that this is important for the analysis of macroeconomic policies. 


Yule (1926) suggested that regressions based on trending time series data could be spurious.  Granger and Newbold (1974) further pursued this problem and this also led to the development of concept of cointegration.  The development of unit roots and cointegration has changed the way time series analysis is conducted.


There are many substantial differences between stationary and non-stationary data.  Whether the time series data is stationary or not has an important implication.  Under non-stationarity there are serious problems with interpreting standard regressions that attempt to explain the behavior of the time series data. In this case, the existence of unit roots implies an infinite variance and the standard errors of the estimated parameters are meaningless.  The consequences for the statistical properties of estimators and tests are profound as evidenced by the substantial literature on " spurious regressions".  To overcome the problem of non-stationarity, some researchers have suggested differencing the data to remove random walk and trends.  However, by analyzing only differences of economic time series, all information about long run relationships between the levels of economic variables is lost.  This is a solution to possible spurious regression. The Figure 3.2 shows the flowchart of diagnostics for time series regressions.


Engle and Granger (1987) suggest a two-step method of integrating the cointegration techniques with the error-correction mechanism.  This has several advantages over the standard regression model in dealing with non-stationary data.  Time series analysts usually advocate differencing of non-stationary series to estimate multivariate time series models.  However, cointegration and error-correction modeling enable the researchers to study simultaneously the dynamics of short-run changes and the long-run equilibrium relationships.  Since first differencing is not required to achieve stationarity, this procedure does not involve any loss of long-run information contained in the data.


Granger (1986) recommends cointegration tests and Engle and Granger (1987) as a technique for examining the long-run relationship and capturing the short-run dynamics.  Lao (1993) suggested applying unit root tests to check the stationarity of data before performing the cointegration test.  The most commonly used test of the null hypothesis of a unit root in an observed time series is a derivative of the Dickey-Fuller and Augmented Dickey-Fuller test.  Dickey and Fuller, as well as Augmented Dickey-Fuller use Monte Carlo experiments to tabulate the sampling distribution of the regression "t statistic". 

3.3.1
Stationarity


A time series sequence (xt) is covariance stationary if the mean of the series is finite and independent of time.  All periods of the variable have the same finite mean,
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The variance of the series is finite and time independent.  That is:
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All autocovariances are finite and time independent,
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where (x, (y2, and (s all are constant and stationary.


If the three conditions above hold, this series sequence shows weak stationarity.  If the probability distribution P (x1, x2, …xt) is also stationary, then the time series process is strictly stationary.  A process whose joint probability distribution does not change through time is stationary.  If the series xt is stationary, then, for any t,j, and s.  
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3.3.2
White Noise


A sequence {(t} is a white noise process if each value in the sequence has a mean zero, a constant variance, and is serially uncorrelated.  Formally, if E (yt) denotes the theoretical mean value of yt, the sequence {(t} is a white noise process if for each time period t,


E((t) = 
[image: image18.wmf] E((t-1)=  … = 0,
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E((t)2 = 
[image: image19.wmf] E((t-1)2=  … = (2






(3. 17)


E((t,(t-s) = 
[image: image20.wmf] E((t-j(t-j-s)=0
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Hence, the autocorrelation function for a white noise random variable is zero for all non-zero lags.  A white noise process is a particular form of a stationary process.

3.3.3
Non-stationarity


If the probability distribution of a time series process changes over time, then, it is a non-stationary time series.  Most time series of economic variables exhibit non-stationary in level (variable before differencing).  Such time series variables are subjected to detrending procedures to make them stationary before proceeding with further analysis.


The detrending procedure can take two forms.  The first is regressing the time series as simple linear (or higher order) functions of time and then using the residuals as the detrended series.  If stationarity is achieved after fitting a time trend, the variable is said to be trending stationary.  The trend stationary process arises because of the effect of a deterministic trend.  The second approach is to take the first difference of the series of interest and use the first difference as the detrended series.  If stationarity is achieved after differencing, the variable is said to be difference stationary.  A difference stationary process is a random walk, or it has a stochastic trend.  An advantage of the second method is that if the series are in log levels, then the first difference series are approximately the percentage change over the previous period.  Figure 3.1 shows the cocoa price movement in the level and first difference.

3.3.3.1
Removing time trend


The series, xt, is generated according to the equation:
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where (t is deterministic trend and (t  is white noise.


An appropriate way to transform this model is to estimate the regression equation.  The regression of xt on a constant and time results in residuals, which have a mean and are orthogonal to t.

3.3.3.2
Differencing

Consider the pure random walk model
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Taking the first difference
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Clearly, the {xt} sequence is stationary since the mean and variance are constant and the covariance between (xt and (xt-s depend solely on:
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Figure 3.1 shows the price of cocoa in the level and first difference.
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Figure 3.1 Price of Indonesian Cocoa Export Quarterly (1971-1998).
3.4
Cointegration 


Cointegration is a relatively new statistical concept, pioneered by Granger (1983), Engle and Granger (1987) as a technique for examining the long-run relationship and capturing the short-run dynamics.  Cointegration is a property possessed by non-stationary time series data.  In general terms, two variables are said to be cointegrated when linear combinations of the two are stationary, even though each variable is non-stationary.  They also have examined the causal relationship between two variables when a common trend exists between them.  


The coefficients of Equation 3.10 are usually estimated using traditional statistical procedures.  The underlying assumptions of such tests are that the series in the equation is stationary in order to avoid the spurious regression coefficient result.  Specifically, a time series is said to be covariance stationary if its mean, variance, and covariance are all invariant with respect to time and therefore it is integrated of order zero, I(0).  If the time series requires first differencing to achieve stationarity, it is integrated of order one, I(1).  Any linear combination of two I(1) time series will also be an I(1) time series.  However, if there exists some linear combination of the two series, which is I(0), the series are said to be cointegrated. If the variables are non-stationary, standard test statistics such test t and F do not have their desirable limiting distributions and therefore, traditional tests of significance are not valid.  Engle and Granger (1987) suggest that if the variables in their level are non-stationary, but linear combination of them are found to be stationary, a regression model among the non-stationary variables generate consistent estimates for the coefficients.  Standard test statistics are then valid in making inferences without running into the "spurious regression" phenomenon (Ahmed, Haque and Talukder, 1993).  The variables are said to be cointegrated which implies that there is a long run equilibrium relationship among the variables.


The estimation procedure suggested by Engle and Granger involves the following two stages.  First, Equation  3.10 is used to establish the presence of cointegration among the variables.  Dickey-Fuller (DF) and augmented Dickey-Fuller (ADF) test (Dickey an Fuller 1979; 1981) are done on each variable to check for non-stationarity.  If the variables in their levels are integrated of order d, i.e., I(d) and the residual is found to be I(d') where d'( d and  the variables are said to be cointegrated.  Second an error -correction specification is estimated. 

3.5
Error Correction Model


The Granger representation theorem (1981) proves that, if a cointegrating relationship exists among a set of I (1) series or stationarity of the data after first differencing, then a dynamic error-correction model of the data also exists. 
According to Granger (1981) if the variables in Equation 3.10 are found to be cointegrated, a more general error correction mechanism (ECM) model should be used to model dynamic relationships.  The residual from the estimated cointegrating equation in stage one is then included as an error correction term in estimating the ECM model.  The error correction model specification for the model base on Equation 3.10 represented by the following equation:



[image: image28.wmf]t

1

t

i

t

q

1

i

3

i

t

n

1

i

2

i

t

m

1

i

1

0

t

U

V

P

Y

X

e

h

b

b

b

a

+

+

+

+

+

=

-

-

=

-

=

-

=

å

å

å

 


(3. 25)

where:
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Where Ut-1 is the lagged error correction term of the residual from the cointegration regression equation as follows:
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Since the short-run and the long-run parts of this equation should provide same estimate of long-run elasticity,  Mehra (1991) imposes the restrictions that the estimates of the long-run elasticity form the long-run part of the Equation 3.26.


If the variables have a cointegration vector than Ut ~ I (0) represents the deviation from equilibrium in period t.  The Error Correction Model shows how the system converges to the long-run equilibrium implied by the cointegrating regressions.  The coefficient ( in Equation 3.25 represents the response of the dependent variable in each period to departures from equilibrium.  If the coefficient of the error-correction term ( is found to be statistically significant, it implies that there is equilibrium in the long-run relationship.  This approach has, so far, been the standard practice in the cointegration literature to distinguish between short-run and long- run relationships.  Banarjee et. al (1986) note that the inclusion of an error correction term in the ECM model imposes restrictions on the coefficients,  find serious problems of bias in the estimated coefficients, and suggest estimation of an unrestricted ECM model with lagged level variables from the cointegrating equations as regressors.


In addition to indicating the direction of causality among the variables, the ECM approach allows one to distinguish between "short-term" and "long-term" Granger causality.  When the variables are cointegrating then in the short term, deviations from this long-term equilibrium will feed back on the change in the dependent variables in order to force the movement towards the long-term equilibrium.  If the dependent variable is driven directly by this long-term equilibrium error, then it is responding to this feedback. If not, it is responding only to short-term shocks to the stochastic environment. The F-tests of the 'differences' in explanatory variables give us an indication of the 'short-term' causal effects, whereas the 'long term' causal relationship is implied through the significance of the t-test(s) of the lagged error correction term(s).  This contain(s) the long-term information that is derived from the lagged error-correction term. However, the error correction term ((t-1) is a short-term adjustment coefficient and represents the proportion by which the long-term disequilibrium ith dependent variable in each short period.

3.6
Structural Break and Unit Root


It is well recognized that many economic time series have undergone structural breaks, due to economic crises, changes in institutional arrangements, wars, etc.  These breaks have expressed themselves as alterations either in the level or in the trend of the series.  Hence, in light of these breaks, and given the restriction of a constant trend function implied by a trend stationary model, there is a need to consider a breaking trend stationary process as a more realistic specification to the model. Deterministically, the model needs to include the nonfixed structure of the trend function of an economic time series in the model of structural break.


Perron (1989) first considered a structural change in a deterministic trend in a unit root test.  He showed theoretically that if the data generating process has a kink or a jump in the deterministic trend, the unit root test might have a bias for accepting the null hypothesis of a unit root.  Also it conduct a unit root test on the model that assumes a change in deterministic trends, using long-run data involving kinks in the data such as the great depression and the oil crisis.


One major drawback of unit root tests is an implicit assumption that the deterministic trend is correctly specified.  Perron (1989) argued that if there were a break in the deterministic trend, then unit root tests could lead to a misleading conclusion that there is not unit root.  He developed a methodology to test for a structural break in apparent non-stationary series that enables one to use the complete sample period rather than splitting the sample into two parts.   In the Perron methodology, the null hypothesis is the presence of a unit root against the alternative that the series is trending stationary.   In his test, he allowed for more than one time break in the level and or slope of the trend under both the null and alternative hypothesis.


If the deterministic component is misspecified, inference from unit root tests will be misleading because the detrended series will not be purely stochastic and will depend on some nuisance parameters.  A misspecified trend function heavily distorts the test results.  It is well known that many economic time series display heterogeneous behavior in their deterministic component.  This heterogeneous behavior is, in large part, the result of unusual events such as the Great Depression and the first oil price shock.  Radical policy change also produces heterogeneous behavior in the deterministic component of many economic time series.  It has been observed that this heterogeneous behavior displays itself in the form of level shifts, trend shifts, or both.  A level shift corresponds to a change in the mean of the series and a trend shift corresponds to a change in the growth rate of the series.  This type of behavior is described as a variable trend by Stock and Walson (1988), and breaking trends by Perron (1989).  


If a series undergoes a shift in its deterministic component, traditional ways of detrending, in addition to the cyclical component, will produce residuals that display non-stationary behavior.  In the absence of shifts in the trend function, traditional detrending would produce residuals that are purely cyclical.  Therefore, the shifting trend stationary (STS) models with finitely many shifts in the trend function are in sharp contrast with the trend stationary (TS) models, and approximate better the behavior of non-stationary series. Now, consider a unit root process.  Such a process is potentially capable of producing a finite member of shifts in the level and growth rate of the series since the innovations have permanent impacts.  Each shock is potentially capable of shifting the level and growth rate of the series indefinitely, with complicated patterns if we also allow innovations to be weakly dependent and heterogeneously distributed.


The argument put forward by Perron (1989) is that is that the level and trend shifts or a combination for the two, exogenously occurring at a given date cause, the Dickey-Fuller unit root test statistics to incorrectly fail to reject the null hypothesis of a unit root.  This approach is very much along the lines of the intervention analysis of Box and Tiao (1975).  The level and trend shifts can be modeled as exogenous shocks.  

Intervention analysis can be used to detect the effects of policy changes.  The effects of any kind of exogenous events occurring at known dates, such as the definitional change of a monetary aggregate, which is a level shift in nature, or events occurring at unknown dates that manifest their effects as outliers can be modeled as changes in the deterministic component of the series.  


A weakly stationary process has a mean and variance, which do not change over time.  If the mean of a series undergoes a drop due to a sudden economic crash then the above form of stationarity will cease to hold, since the level of the series will be different after the break takes place.  A similar argument holds for a change in the growth rate of the series, reflected in a shifting trend.  It will refer to the shifts in level and trend as shifts in the trend function of a series, where the deterministic function will be composed of an intercept and linear trend.  Therefore, using the traditional method of unit a root time series will produce a residual displaying, apart from a cyclical component, non- stationary behavior if the shifts in its trend function will be called a breaking trend stationary process.


Perron (1989) said for testing in the presence of a unit root in time series data against the hypothesis of stationary fluctuation around a deterministic trend function, the use of a long span of data has definite advantages.  It allows tests with larger power compared to using a smaller span, in most cases even if the latter allow more observation.  The data set with large span has more change to include a major event which one would rather consider as an outlier or as exogenous given its relative importance.  Therefore, it is considered as a relevant alternative for a trend function with a change in the intercept and slope.


To assess the effects of the presence of a shift in the intercept or a shift in the slope (as single point of time) on tests for the presence of a unit root, Perron (1989) first performed a Monte Carlo experiment.  The Monte Carlo results show that if the magnitudes of the shifts are significant, one could hardly reject the unit root hypothesis, even if the series is stationary with a broken trend and identically independent distribution  (iid) disturbances.  Perron extended the Dickey - Fuller testing strategy to ensure a consistent testing procedure against shifting trend functions.  He expanded it to include detrending the series first, then analyze the behavior of the estimated residuals. [image: image108.wmf][image: image109.wmf]t
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Perron applied the modified Dickey - Fuller test for the same US macroeconomic series used by Nelson and Plosser (1982) and found the quite strikingly different result that the unit root hypothesis can be rejected.  Perron's procedure is a conditional test given a known break point.  This assumption of a known break date (treated as an exogenous event) raised the problem of pre-testing and data–mining regarding the choice of the break date.  After Perron (1989), several methods have been developed for endogenizing the choice of a break point into testing procedures.  These procedures incorporate the estimation of a break point and use recursive method (using sub samples) or sequential methods (using full sample with dummies).


Perron also said the estimation model about the change in the trend function is an important avenue of future research.  As the research by Hamilton (1987) and Lam (1988) explained where the slope of the trend function is allowed to take two different values and the changes are modeled as a binomial process. In fact, any test for the presence of a unit root against trend-stationary alternatives is subject to another type of observational equivalence, as recently argued by Cochrane (1987) and Blough (1988). Perron (1989) concluded it might be more advantageous to adopt the trend-stationary view with breaks and detrend the series accordingly prior to analyzing the remaining noise.


Rappoport and Reichlin (1989) explained that economists are accustomed to attributing changes in trend rates of growth to events that occur infrequently.  If the events are the source of permanent shocks in the date, then a segmented trend captures their effects better than a difference stationary model.  In addition, macroeconomic time series are found to undergo in infrequent structural change, rather than follow difference stationary processes.  Using a segmented trend model immediately raises the problem of selecting the dates at which the trend changes.


Hendry and Nealy (1991) showed that inference on the existence of a unit root is affected by structural change (the unit root tests tend to under reject the null of a unit root), in the same for cointegration.  However, considering cointegrated relationships one has to distinguish between breaks in the relationships, and breaks in the individual variable.  In the latter case, there is the problem that the dates of the breaks in the different variables may not coincide (Hendry, 1996). 


Muro (1993) studied the effects of structural breaks on unit root test.  He said the main point is the difficulty to distinguish between a random walk (difference stationary process) and a stationary model with structural breaks (break trend stationary process). This means that in general, it is possible to misspecify a break trend stationary model as an integrated process. Moreover, it has been proven that the difference stationary specification is the default model: it will appear to fit the data best if competing models are not adequately parameterized (Rappoport and Reichlin, 1987).  This means that, when choosing between difference stationary and trend stationary models when there is a trend break in the stationery process, and then the ADF test will tend to favor the difference stationary model finding a spurious unit root.


Quintos (1993) also tested or structural breaks and a change in cointegration to determine whether a model with shifts is appropriate.  He treated the breakpoints as known since tests conducted in this manner are known to have higher power than the mean tests for unknown break points used by Haug (1992).


Gregory, Nason, and Watt (1996) find the sensitivity of the ADF test for cointegration in the presence of a single break in studied Monte Carlo results show that the rejection frequency of the ADF test decreases substantially.  That is, in the presence of a break, the ADF tends to under reject the null of no cointegration.  The under rejection is similar to the under rejection of the null in the case of unit root tests.  However, in this case, the under rejection of the null indicates correctly that the constant parameter cointegration relation is not appropriate.

3.7
Effect of Structural Break on Cointegration Tests.


As noted earlier, by Rappoport and Reichelin (1989), Hendry and Nealy (1991), and Perron (1989) show that inference on unit roots is affected by structural change (the unit root tests tend to under reject the null of a unit root).  The same is the case with the test for cointegration.  However, when considering cointegrated a relationship one has to distinguish between breaks in the relationships and breaks in the individual variable.  In the latter case, there is the problem that the dates of the breaks in the different variables may not coincide (Hendry, 1996).


Gregory, Nason, and Watt (1996) studied the sensitivity of the ADF test for cointegration in the presence of a single break.  Their Monte Carlo results show that the rejection frequency of the ADF test decreases substantially.  That is, in the presence of a break, the ADF test tends to under reject the null of no cointegration.  However, in this case the under rejections of the null hypothesis indicate correctly that the constant parameter cointegration relation is not appropriate.


Campos, Ericsson, and Hendry (1996) investigate the properties of several cointegration tests when the marginal process of one of the variables is stationary with a structural break.  They find that the break has little effect of the test size.  However, the test based on the ECM is more powerful than the Engle-Granger two-step procedure employing the DF unit root test.  


Soejima (1996) applied Hansen's (1992) stability test for cointegration and examines the validity of a linear deterministic trend.  In the case of variables with linear deterministic trends without structural change, their linear combination becomes stationary around a constant if deterministic cointegration holds. However, in the case of variables with a deterministic trend with structural change, even if cointegration exists between their stochastic trends, their linear combination based on the cointegrating vector does not necessarily have a constant or linear deterministic trend.  If the pattern and timing of structural change do not coincide, the time series will exhibit a shift in the constant or trend term.  Hansen's (1992) stability test for the cointegrating vector can check the stability of the constant and trend parameters, using a test for structural change in the deterministic trend.


Hansen's stability test involves three tests. First, Hansen tests the null hypothesis of no changes in the parameters (including the cointegrating vector) during the sample period against an alternative hypothesis of a shift in the parameter at an unknown date.  This is appropriate for finding the incidence of a sudden structural change.  The other two tests assume that each parameter follows a stochastic process and the test the null hypothesis of zero variance in the parameters (constant parameters).  

Figure 3. 2  The Flowchart of Diagnostics for Time Series Regressions
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CHAPTER IV

METHODS AND PROCEDURES


This chapter identifies data sources and variables constructed in this study. The hypotheses tested in this study are that the real exchange rate has a significant effect on agricultural exports.  Equations for agricultural exports and the real exchange rate are specified.  Non-stationary and unit root tests, non-stationary and unit root tests with structural change, and cointegration tests are conducted.  Error correction models are estimated.


The export models are specified for five Indonesian commodities  (coffee, cocoa, palm oil, rubber, and tea).  As well as aggregate exports.  For these commodities, exporters are assumed to be price takers on the world market because Indonesia has a small share of world trade.   The export quantity reflects the equilibrium condition between the domestic and foreign markets.  The foreign demand for Indonesia's exports is hypothesized to be a function of the current or lagged  (1) real income of foreign (importing) countries, (2) price of Indonesia's agricultural exports, and  (3) real exchange rate between Indonesia and its trading partners, and (4) price of each commodity from competing countries.  Other things equal, the higher the level of foreign real income, the larger is foreign demand for Indonesia's agricultural exports.  On the other hand, the higher the price of Indonesia's exports, other things equal, the smaller is the demand quantity for Indonesia's agricultural exports.  The higher the real exchange rate, the lower the demand for Indonesia's agricultural exports.


In each commodity and aggregate trade model, export equations are developed separately to yield a more meaningful policy analysis of the effect of real exchange rates on the volume of exports.  By assuming infinite supply elasticity, Indonesian agricultural export demand from the rest of the world is reduced to a single equation.  As such, the export model for each commodity can be presented as,
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(4. 1)

where


Xt = Volume of Indonesia agricultural export in metric tons.


Yt= Real foreign income (countries imported agricultural product from 


       Indonesia) as calculated in Equation 3.7.


Pt= Real Indonesian agricultural commodities price expressed in $ metric ton.  It 


      measured by the unit value of Indonesia's agricultural exports price 


      deflated by Indonesia CPI (1995=100)(Chamber and Just,1981).


Vt= Agricultural trade-weight exchange rate index of the Rupiah versus the 

      currencies of agricultural importing countries (1995=100), as calculated in 
   
       Equation 3.4.

PRt= Price of competitive (relative) price express in $ per metric ton deflated by 

       its countries CPI (1995=100).


(t= Error term.

4.1
Data Sources. 


Wholesale price indices, export quantity, and prices of exports and world prices for rubber, tea, coffee, cocoa and palm oil were obtained from the bulletin of Quarterly Statistics for Asia and Pacific, FAO trade year book, Quarterly Bulletin of Cocoa Statistics, and also from Indonesia's Central Bureau of Statistics.  The exchange rate data is taken from the Internet through the Bank Indonesia exchange rate home page.  GDP, GNP deflator, CPI, trade balance, money supply, budget deficit, export price index, export volume index, and population are available from the Main Economic Indicators and International Financial Statistic International Monetary Fund CD- ROM.

4.2
Model Specification


The long-run equilibrium relationship between Indonesia's real export volume to importing countries, the real activity of importing countries, the bilateral real exchange rate weight between importing countries and Indonesia, the real Indonesia agricultural export price, the real relative price is specified in first difference of natural log.  It is written as:
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(4. 2)

Where


Xt
=
Volume of Indonesia agricultural export in metric tons.


Yt
=
Real foreign income for countries imported agricultural product from 



Indonesia as calculated in Equation 3.7.


Pt
=
Real Indonesia agricultural commodities price expressed in $ metric ton.




it measured by the unit value of Indonesia's agricultural exports price 



deflated by Indonesia CPI (1995=100) (Chamber and Just,1981).


Vt
=
Agricultural trade-weighted exchange rate index of the Rupiah versus




the currencies of agricultural importing countries (1995=100), as 




calculated in Equation 3.4.


PRt
=
Price of competitive (relative) price express in $ per metric ton deflated




by its countries CPI (1995=100).


Ut
=
Error term.


Equation 4.2 can be derived as a long-run solution of the demand function for exports (Chowdhury (1993)).  Since the higher real income in the importing countries lead to higher imports, it is expected (1i (0.


The prices in the equation are deflated with each countries CPI.  The relative prices are used to reduced multicollinearity and thereby decrease standard errors (Konandreas, Bushnell, and Green).  Double logarithmic functional form is used where the coefficients are elasticities.

4.3 The Real Exchange Rate Weight Calculation


The short-run elasticity of exports is determined with respect to world real level of economic activity, real price, and the real exchange rate.  The long-run elasticity can be calculated by combining the short-run elasticity with the lag coefficients for each independent variable.


The exchange rate variable used in the model is a real effective exchange rate where the weight is used constant constructed form the data from 1971 to 1998.  The weight is equal to each country's total share from Indonesia agricultural exports.  The seven most important trading partners (Japan, USA, Germany, Singapore, Britain, Netherlands, and Australia) are included. The real exchange rate weight is calculated as follows:
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(4. 3)


Where Wjt is the relevant weight which sums to unity, and is import shares of seven major trading partners constructed by Warr (1984).  Ejt is the nominal exchange rate between Indonesia and each of its trading partners (foreign currency/rupiah). Pjt is refers to the CPI of each of Indonesia's major trading partners, and PDjt  is Indonesia's Consumer Price Index.


The inclusion of the real exchange rate weight as a separate regressor is based on Orcutt's argument that the market reacts more quickly to exchange rate changes than to price changes.  Furthermore, exchange rate changes are usually larger than price fluctuations in the short run (Chambers and Just, 1979).  This approach allows for estimation of changes in exports that arise directly from either exchange rate movement or from the real price movement in the exporting country.


From the Equation 4.2, the coefficient of Vt may be positive or negative depending on whether supply or demand response is greatest.  As the real level of world economic activity improves, demand for agricultural commodities increases.  This would increase the export quantity from an exporting country. The higher (appreciate) the real exchange rate (RER) the lower the export volume. 

4.2
Non-Stationarity and Unit Root Test


Among the many tests for unit roots available, the most widely used is the one proposed by Dickey and Fuller (1979) and extended by Said and Dickey (1984).


The stationarity of the data need to be determined, because most of the time series data is non-stationary.  The unit root test was applied to see if the data has a unit root (non-stationary) or does not have a unit root (stationary).  The Dickey - Fuller (DF) and Augmented Dickey-Fuller (ADF) test with and without structural change is utilized to test for the stationarity of the data.


The most commonly used tests of the null hypothesis of unit root in an observed time series are derivatives of the Dickey- Fuller (DF).  Engle and Granger  (1987) suggest the following Dickey - Fuller test of stationarity:
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(4. 4)

Substract Xt-1 from Equation 4.4 from both sides of the equation
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(4. 5)

Where Xt is represent the Volume of agricultural commodities export, (Xt-j = Xt-j - Xt-j-1 (first difference) and coefficient ( =1 in Equation 4.4 if there is a unit root.  In principle, a test of hypothesis ( =1 in Equation .4 can be done by test (1 =0 in the Equation 4.5, since (1 =((-1) from ( in Equation 4.4.  With the formulation in Equation 4.5, the Dickey-Fuller test for a unit root is carried out by testing the hypothesis that (1 =0.  The standard t statistic is refereed to the Dickey - Fuller table.  One cannot, however use the usual t test to test (1 =0 in the Equation 4.5 because under the null hypothesis, Xt is I(1), and hence the t statistic does not have an asymptotic normal distribution.


If the model using the Dickey - Fuller test by Dickey (1976), Fuller (1976) and Dickey and Fuller (1979) which include time trends with no autoregressive of the Xt,,  the equation will be:
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(4. 6)

The null hypothesis is


H0:( 1 =1,
Ha: ( 1<1






(4. 7)

The test statistic for the unit root is given by:



[image: image37.wmf])

ˆ

(

SE

1

ˆ

ˆ

1

1

r

r

t

t

-

=










(4. 8)


The null hypothesis of a unit root is rejected if the value of the  t-statistic of ( 1  is negative and below the critical value presented by Dickey-Fuller.  The t statistic for
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 is not asymptotically normal or symmetric.  Tables of critical values tabulated by D. A.  Dickey reported in Fuller (1976).


The OLS F test of the joint null that statistic, ( 1 = 1 and ( 2 = 0 can be estimated to check the if the Augmented Dickey - Fuller with time trend test is also consistent with the unit root specification, using the Dickey - Fuller critical values for OLS F statistic (Dickey and Fuller (1981)).


For the Augmented Dickey-Fuller of stationary unit roots tests developed by Dickey (1976), Fuller (1976), and Dickey and Fuller (1979) include time trends and the autoregressive of change in  Xt,.  The equation is:
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(4. 9)


The number of autoregressive (AR) lag p in the Equation 4.9 is calculated using AIC (Akaike Information Criterion) in the SAS package program.  The AIC is used to determine the autoregressive order, which essentially contains all the information relevant for prediction of future values of the time series.

The AIC is calculated as,
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(4. 10)

where
L is the value of the likelihood function evaluated at the parameter estimates.


k is the number of estimated parameters. (Judge et. al,1985).

The null hypothesis


H0:( 1 =0,
Ha: ( 1 <0.






(4. 11)

The test statistic for the unit root is given by:
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(4. 12)

where (1 is the Dickey - Fuller level of variables, t is the time trends.


The ADF test of a unit root corresponds to the null hypothesis that (1= 0  in Equation 4.9.  The ratio of the estimate of (1 to its standard error is pseudo t-statistic.  ADF test is based on testing the hypothesis (1= 0 under the assumption that (t is white noise error.  The value of the t- test needs to be absolutely be greater than the Dickey - Fuller critical value of the OLS t- statistic (Fuller (1976)).


The OLS F- test of the joint null that statistic (1= 0 and  (2= 0 can be estimated to check the if Augmented Dickey - Fuller F-test is also consistent with the unit root specification.  If the null hypotheses that the commodities have a unit root are rejected, the cointegration on linear combinations of the variable series can be pursued.

4.3
Cointegration Tests


As mentioned earlier in the previous chapter if a linear combination of the two data series of I (1) is stationary or I(0) then the variables are said to be cointegrated. 


The Engle and Granger (1987) test is a popular way to test whether variables are cointegrated.   They suggest that as a starting point for a unit root test between exchange rate and export, one can start by modeling the static relationship between the two series, estimates of “cointegration regression as”:
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(4. 13)

where the entire variables are as defined in Equation 4.2.


The first thing to do is to estimate the cointegration regression by ordinary least squares to obtain the residual Ut.  Under the null hypothesis of no cointegration, Ut. will be I(1) series.  The series Xt and Vt , Pt , PRt are cointegrated individually they are integrated of order one, denoted I(1) (the data is stationary after first differencing) and their linear combination which can be expressed as Equation 4.13 is integrated of order zero  denoted I(0)( i.e. stationary). 


If there exist ( such that  Ut in Equation 4.13 is stationary (does not contain unit root), then Xt and Vt are said to be cointegrated, and the long run relationship between export and exchange rate  is


[image: image44.wmf]

[image: image45.wmf]0

U

PR

ln

V

ln

P

ln

Y

ln

X

ln

t

i

t

r

1

l

l

4

i

t

q

1

k

k

3

i

t

n

1

j

j

2

i

t

m

1

i

i

1

0

t

=

-

-

-

-

-

-

-

=

-

=

-

=

-

=

å

å

å

å

D

a

D

a

D

a

D

a

a

D




(4. 14)

Therefore, the Ut term in Equation 4.13 measures the cointegrating linear relationship among the export volume and real effective exchange rates.  If Ut is not stationary (contain a unit root), then Xt and Vt are not cointegrated.  Each series of Xt and Vt is first checked for stationarity, by testing the null hypothesis of a unit root, using the Dickey - Fuller (DF) test. One uses the Dickey – Fuller test base on the regression



[image: image46.wmf]t

1

t

t

U

ˆ

U

ˆ

e

r

D

+

=

-









(4. 15)


If the null hypothesis of a unit root cannot be rejected, then the cointegration test on the residual of Equation 4.13 can be pursued.


The Durbin - Watson (D-W) statistic, Dickey - Fuller (DF), augmented Dickey- Fuller (ADF) is used to examine cointegration between exchange rate and export volume series.  Based on the Monte Carlo studies, Engle and Yoo (1987) argued that, for a first-order system, both D-W, and DF test are appropriate approaches to test cointegration of the series of exchange rates and export volume.  If the D-W statistic of the cointegration regression Equation 4.16 were significantly greater than zero, which would be its probability limit, Ut contains a unit root as required by the null hypothesis (Engle and Yoo, 1987).  The ADF test on the residual with included the autoregressive variable of the error term of the cointegrating regression is:
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(4. 16)

where Wt is a white noise error term.  The null hypothesis of no cointegration is rejected if absolute value of the calculated t-statistic on the coefficient for the lagged of the error term ((1) in Equation 4.16 is greater than the absolute value of the critical value reported by Engle and Yoo (1987).  The number of lags that are appropriate is determined using Akaike information criterion (AIC) criteria.  If the variables are cointegrated, the error correction model will be estimated. Then the process of cointegration test without structural break is explained in Figure 4.3.  The cointegration test is conducted using SAS software in SAS MACRO for % dftest.

4.4
Error Correction Model


Engle and Granger (1987) conduct the fourth test of cointegration using the ECM (error correction model) test.  The test is designed to test whether the error correction terms from the cointegrating regression are significant in the error correction model.


According to Granger (1981), if the variables in Equation 4.2 are found to be cointegrated, a more general error correction mechanism (ECM) model should be used to model dynamic relationships.  The residual from the estimated cointegrating equation in stage one is then included as an error correction term in estimating the ECM model.  The error correction model specification for the model base on Equation 3.10 is represented by the following equation:
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(4. 17)

where
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(4. 18)

as explained in Equation 4.13.


If the variables have a cointegration vector then Ut ~ I (0) represents the deviation of equilibrium in period t.  The error correction model shows how the system converges to the long-run equilibrium implied by the cointegrating regressions.  The coefficient ( in Equation 4.17 represents the response of the dependent variable in each period to departures from equilibrium.  If the coefficient of the error-correction term ( is found to be statistically significant, it implies that there is equilibrium in the long-run relationship.  


Equation 4.17 also represents as a demand function with error correction term that gives the short-run determinants of export demand and embodies both the short-run dynamic and the long-run relationships of the series.  The presence of Ut-1 in equation (4.17) reflects the presumption that actual exports do not adjust instantly to the long-run determinants.  Therefore, in the short-run, an adjustment is made to correct for disequilibrium in the long-run export demand.  The parameter ( in the Equation 4.17 measures the response of the regression in each period to departures from equilibrium conditions.  The ECM therefore reflects how the system converges to the long-run equilibrium implied in the Equation 4.17, with convergence being assured when ( is between zero and minus one (Arize, 1996). 

4.5
Test for the Unit root Under Structural Break


According to Maddala (1998) because of events like the great depression, oil price shocks, policy change, and so on, models with constant coefficients have been found to perform poorly, either for forecasting purposes or for the purpose of analyzing the effect of policy change or the exchange rate regime changes.  The solution to this problem have been modeled as:

(i) Model with continuous parameter changes: these are estimated using some recursive algorithm like the Kalman filter.  The problem with these models is that they do not capture sudden shifts.

(ii) Outlier models: these models argue that sudden shocks produce outliers (with temporary or permanent level shifts).  

(iii) Switching regression models, with abrupt switches and gradual switches: one popular modal during recent years in this category has been the Markov switching regression (MSR) model.


There are an enormous number of statistical test to test the structural change .The tests can be conveniently classified under the categories:

(i) Known break points versus unknown break points.

(ii) Single breaks versus multiple breaks.

(iii) Univariate versus multivariate relationships.

(iv) Stationary versus non- stationary variables.

In this example, the break points are known.

4.5.1
Test of Unit Root under Structural Break with Single Known Break


The break point for a structural change is known,  Perron (1989) has proposed a modified Dickey Fuller test for a unit root in three different types of deterministic trend functions.  The null hypothesis considered is that a given series, Yt (of which a sample of size T+1 is available) is a realization of a time series process characterized by the presence of a unit root and possibly a nonzero drift.  The approach allows one time change in the structure occurring at (1<Tc<T).   The time of a structural change is referred to as Tc, the period at which the change in the parameters of the trend function occurs.  Three different models are considered under the null hypothesis.  First, model (A), allows for a one-time change in the intercept of the trend function (drift term structural change), Tc, is the year 1987 (I) when the government of Indonesia changed the exchange rate regime from fixed to managed floating.
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The hypothesis for model (A) is parameterized
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where
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Figure 4. 1 Drift Term 


The changing growth model, model (B), allowed for a change in the slope of the trend function, without any sudden change in the level at the time of the break (deterministic trend structural change).
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The hypothesis for model (B) is parameterized
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where
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Figure 4. 2 Deterministic Trend



Model (C) allows for both effects to take place simultaneously, i.e., a sudden change in the level followed by a different growth path.
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(4. 23)


Instead of considering the alternative hypotheses that Yt is a stationary series around a deterministic linear trend with time invariant parameters, the following three alternative possible models are analyzed:


Model(A) 
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Model(B) 
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Model(C) 
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From the equations model A (change in intercept) and model B (change in the slope) De Jong (1996) starts with Perron's model. However, he considers a third-order autoregression can be expressed as:
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(4. 27) 

where DUt and DTt are dummies for the breaks in the intercept and slope coefficient.  

With this model, the unit root hypothesis and trend stationary hypothesis can be expressed in H0 and H1:
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(4. 28)


The null hypothesis of a unit root is different, since the deterministic trend function included dummy variables (DUt , DTt,, D(Tb)t.)  The alternative hypothesis is a broken-trend stationary system, which also incorporates the same dummy variables.  Under the null hypothesis there is a restriction of (=1 and (2 = (3= (4 = 0 whereas under the alternative hypothesis of a trend stationary process it is that expected that  (  is less than one, (1, (2 , (3, may be non zero and (4 is close to zero.  To test the presence of the unit root using the t-statistic from the Equation 4.27 requires the critical values established by Perron (1989).  Perron is able to show that the normalized bias 
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has a probability limit that series with (=(Tc/T). Given this result, procedures that allow the unit root hypothesis to be tested, in the presence of a structural break, are clearly desirable.

4.6
Test for Contegration with Structural Break


Wright (1993) extends the test to non-stationary trended variable and to integrated variables.  Hoa and Inder (1996) extended the test for non-stationary regressor and since the test does not explicitly specify the nature of the alternative, they suggest its use as diagnostic test for structural change.   Hoa and Inder derive the asymptotic distribution of the fully modified OLS test statistic, tabulate the critical values, and show that the test has non-trivial local power irrespective of the particular type or structural change.  They tabulate the asymptotic critical values for the two models.


Model 1 (M1)
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Model 2 (M2)
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In M1, xt is I (1) without drift, M2, xt is I (1) with drift.  The asymptotic critical values are shown in Table 4.1.  The bootstrap-based small sample of critical values can be computed and compared with these asymptotic critical values.


Soejima (1996) introduces the cointegration test of Kunitomo (1995), which incorporates structural changes in the exogenous variable of a multivariate time series model.  The model can be expressed by using dummy variables as exogenous variables.  The model is expressed;
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(4. 33)


Similar to the unit root test of Dickey - Fuller, the error term is tested using the Augmented Dickey - Fuller test to see if there is a long-run relationship between variable Xt and all other exogenous variables. The test for cointegration with structural break is explained in Figure 4.4.  The cointegration test is expressed as,
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(4. 34)

The lag length number of p is estimated using the Akaike Information Criterion (AIC) from the Statespace procedure in SAS. 

Figure 4. 3 Process of Cointegration Test without Structural Break





Figure 4. 4 Process of Cointegration Test with Structural Break

CHAPTER V

EMPIRICAL RESULTS


This chapter reports the results of estimating the impact of exchange rate on Indonesian agricultural exports for each commodity (cocoa, coffee, palm oil, rubber, and tea) and aggregate agricultural exports.  The sample period is from 1971:I to 1998:IV.  The starting point of the sample period corresponds to the time of the new economic and sociopolitical system  ("Orde Baru") under President Suharto's leadership.  In 1971, Indonesia adopted the fixed exchange rate regime.


For each commodity an error-correction model for exports is developed. However, a prerequisite for developing a model is first to test the stationarity of the variables (unit root test) and then to determine whether a long run relationship among the variables exists (cointegration test).  The unit root tests procedures developed by Dickey and Fuller (1981) with no structural break (Equation 4.9) and by Perron (1989) with a structural break (Equation 4.27) are employed.  To determine whether a long run relationship among variable exists, the cointegration test constructed by Engle and Granger (1987) is used with and without structural breaks for changes in exchange rate policy. 


Implementation of the Augmented Dickey-Fuller and also Philips-Perron procedure requires the determination of a lag length for the VAR (Vector Autoregression) for the unit root and cointegration models for each variable in each commodity.  The order of integration for the variables entering each of the VAR models must also be determined.  The order of integration of the individual time series are determined using the Augmented Dickey-Fuller test.  Following Lutkepohl (1982), Akaike's Information Criterion (AIC) is used to determine the lag length for the VAR model.  The optimum lag length needs to be determined in order to have the test statistics with higher power (Perron, 1989).

5.1
Unit Root Test.


Unit roots tests of stationarity are presented in Table 5.1 to 5.12.  In all cases, the variables were tested using both the Augmented Dickey-Fuller test for data without a structural break and the Philips-Perron test for the data with structural breaks. These results are based on the critical t value for (1=0 from both Equation 5.1 for the unit root test with out break with time trend and the critical t value of (=1 Equation 5.2 below for the unit root test with structural break as modified by Perron (1989). 
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(5. 2)


Both of the models are to test for the null hypotheses if there is   a unit root.  To reject the null hypothesis at any given confidence interval, the test statistic observed must be greater in absolute value than the critical test statistic. The t value is called pseudo t value which is compared to  MacKinnon critical values from Fuller (1976) for unit root with out structural break and Philips-Perron critical values for a unit root with structural break.  In Philips-Perron tests the division between the break time (Tc) and the whole observation (T), which is (= Tc / T must be employed.  The observed test statistics for MacKinnon and Perron critical values are reported in this chapter.  The calculation of t- value in Equation 5.2 is:
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Many measures of exchange rates are non-stationary variables. What is highly uncertain is whether trade flows of individual agricultural commodities are unit root processes as well (Parrish, 1999).  If so, there might be a relationship that could be represented as a cointegrating regression and error-correction model. All five individual commodities and aggregate agricultural exports for Indonesia were tested for a unit root.


If the series of all variables are stationary after first differencing of either levels or log levels for both unit root tests with structural breaks or without structural breaks, cointegration tests are conducted.  The cointegrating critical values corresponding to the dominant long-run relationship are reported.  If the variables are cointegrated, the short-run dynamic interactions between those variables in the model are also examined using the error correction model.

5.1.1
Unit Root Results


All series are from form January 1971 to December 1998 and are tested for a unit root.  Cocoa results are shown in Tables 5.1-5.2 are the Perron (1989) critical values for unit root with structural break and ADF critical values without a structural break.  The ( value in Table 5.1 is the division of  Tc number of observation before the break and T, number of total observations.  The exchange rate policy changed in 1987:I.  Lag length are selected using the Akaike information criterion and shown in the parentheses.


For cocoa most variables are stationary after first differencing both in level of logarithmic data.  The variables are volume of cocoa export, for foreign income, for price of cocoa, for exchange rate weight of trading partners countries, and the prices of competitive cocoa exporters, and world cocoa production. The results show that most all the variable are stationary after the first difference, except for the log of the Ghana coca price with   structural break.  Variables that are I(0) are dropped from the cointegration model since it will not be possible to estimate the cointegration regression unless all the series included are integrated of the same order (Sukar, 1998). 


The coffee variables results are reported in Tables 5.3-5.4.  Sugar prices with linear and logarithmic transformation were found to be I(0) are dropped from the model. 


Unit results for palm oil are reported in Tables 5.5-5.6.   The null hypothesis of the root is rejected at the 1-10 percent level for first difference and log of first difference for tests with a structural break or without a structural break.  Variable that are I(0)  log wpp and log dpc  with structural break, and , dpc and logdpc  without structural break are deleted for the cointegration and error correction models.


Tables 5.7 and 5.8 are the tables for rubber with and without a structural break.   The results for unit root with structural break shows that only logwpd is I(0). Results without a structural break indicate that six variables( dpir, dpmr, dptr, log pir, log dpmr, log dptr) are I(0).


Tables 5.9 and 5.10 show similar results for tea.  The variables that are I(0) are, wpp, and log wpp, and they are not to be used in the cointegration test.


Tables 5.11 and 5.12 show similar results for aggregate agricultural exports. All variables in the structural break unit root are stationary only after first differencing and all are used for the cointegration test as well as error correction model.


For the error correction model, the logarithms of the variables with a structural break are used.  The exchange rate policy changed in fourth quarter of year 1986 and the unit root result with structural break is appropriate for the error correction model.  Natural log variables were chosen because their first differences then reflect the rate of change of each variable.

Table 5.1. Philips-Perron unit root test result with a structural breaks for cocoa variables, and the time trend of quarterly data (1971-1998)

	Variable
	Level
	( Level
	Log 
	( Log

	(bc) Quantity of cocoa export
	-3.27(9)
	-4.87(7) ***
	-3.92(2) 
	-8.01(2) ***

	(fec) Real foreign income
	-1.04(1)
	-4.04(1) *
	-1.35(3)
	-4.08(1) *

	(erc) Real exchange rate weight
	-2.56(4)
	-4.88(4) ***
	-2.52(4)
	-6.28(2) *** 

	(wpr) World cocoa production
	-3.58(10)
	-5.12(9) ***
	-3.57(10)
	-4.89(9) ***

	(dpc) Indonesian cocoa price
	-3.42(1)
	-6.66(8) ***
	-3.38(1)
	-10.52(0) *** 

	(dpbz) Brazilian cocoa price
	-2.92(2)
	-5.20(3) ***
	-3.27(2) 
	-5.74(3) ***

	(dprg) Ghana cocoa price
	-3.46(1)
	-4.68(7) **
	-7.27(4) ***
	-7.31(10) ***


· The unit root equation is   
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- Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
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- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.2 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for cocoa variables, quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(bc) Quantity of cocoa export
	-0.48(9)
	-4.80(7) ***
	-2.92(2)
	-8.01(2) ***

	(fec) Real foreign income
	-1.72(1)
	-3.87(1) **
	-2.37(3)
	-3.96(1) **

	(erc) Real exchange rate weight
	-1.66(4)
	-5.16(4) ***
	-2.61(4)
	-6.17(2) ***

	(wpr) World cocoa production
	-2.97(10)
	-3.85(9) ***
	-2.75(10)
	-4.95(9) ***

	(dpc) Indonesian cocoa price
	-3.18(1) *
	-6.89(8) ***
	-3.68(1) *
	-7.60(0) ***

	(dpbz) Brazilian cocoa price
	-2.73(2)
	-5.12(3) ***
	-1.52(2)
	-7.42(3) ***

	(dprg) Ghana cocoa price
	-2.02(1)
	-4.73(7) ***
	-2.10(4)
	-3.72(10) **


· The unit root equation is   
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- Critical Value 1%= -4.04,   5%=-3.73,  10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

*** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5. 3 Philips-Perron unit root test result with a structural breaks for coffee variables, and the time trend of quarterly data (1971-1998)

	Variable


	Level 
	( Level
	Log 
	( Log

	(bcf) Quantity of coffee exports
	-3.46(9)
	-4.70(10) **
	-3.37(7)
	-5.03(6) ***

	(ficf) Real foreign income
	-0.66(10)
	-4.45(5) **
	-0.23(1)
	-3.96(8) *

	(ercf) Real exchange rate weight
	-2.44(4)
	-4.59(4) ***
	-2.26(4)
	-6.52(1) ***

	(wpr) World coffee production
	-3.16(8)
	-10.77(7) ***
	-2.84(8)
	-7.63(5) ***

	(dpcf) Indonesian coffee prices
	-2.56(2)
	-10.53(0) ***
	-2.83(1)
	-10.1(0) ***

	(dprs) World sugar prices
	-3.44(5) **
	-4.95(4) ***
	-3.79(0)
	-3.96(4) ***

	(dpbz) Brazilian coffee prices
	-3.02(2)
	-8.35(1) ***
	-3.61(1) 
	-17.71(0) ***


· The unit root equation is   
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- Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
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- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.4 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for coffee variables, quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(bcf) Quantity of coffee exports
	-2.73(9)
	-4.56(10) ***
	-3.19(7)
	-5.08(6) ***

	(ficf) Real foreign income
	-2.41(10)
	-4.04(5) ***
	-2.39(1)
	-4.70(8) ***

	(ercf) Real exchange rate weight
	-1.71(4)
	-4.97(4) ***
	-2.62(4)
	-6.48(1) ***

	(wpr) World coffee production
	-2.56(8)
	-5.36(7) ***
	-3.01(8)
	-11.15(5) ***

	(dpcf) Indonesian coffee prices
	-2.11(2)
	-4.97(0) ***
	-3.21(1)
	-7.95(0) ***

	(dprs) World's sugar prices
	-3.14(5)
	-4.97(4) ***
	-3.22(0)
	-4.53(4) ***

	(dpbz) Brazilian coffee prices
	-2.83(2)
	-7.63(1) ***
	-3.13(1)
	-7.49(0) ***


· The unit root equation is   
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- Critical Value 1%= -4.04, .5%=-3.73, 10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.5 Philips-Perron unit root test result with structural breaks for palm oil variables, and the time trend of quarterly data (1971-1998)

	Variable
	Level
	( Level
	Log
	( Log

	(bp) Quantity of palm oil export
	-3.52(10)
	-5.59(9) ***
	-2.95(5)
	-6.54(3) ***

	(fep) Real foreign income
	-1.73(2)
	-2.12(7)
	2.31(1)
	-3.96(10) *4

	(erp) Real exchange rate weight
	-2.66(4)
	-4.88(4) ***
	-2.78(4)
	-6.13(2) ***

	(wpp) World palm oil production
	-2.79(2)
	-4.73(8) **
	-8.21(2) ***
	-6.82(5) ***

	(dpep) Indonesian palm oil price
	-3.37(2) 
	-5.60(7) ***
	-3.46(1)
	-6.82(1) ***

	(dpc) World coconut oil price
	-4.68(5) **
	-4.78(5) **
	-5.14(7) ***
	-5.51(6) ***

	(dpmc) Malaysian palm oil price
	-3.80(1)
	-4.28(10) **
	-2.70(1)
	-5.73(1) ***


· The unit root equation is   
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- Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
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- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.6 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for palm oil variables, quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(bp) Quantity of palm oil export
	-1.78(10)
	-6.43(9) ***
	-3.09(5)
	-11.93(3) ***

	(fep) Real foreign income
	-1.58(2)
	-3.79(7) **
	-1.74(1)
	-3.83(10) **

	(erp) Real exchange rate weight
	-1.91(4)
	-5.14(4) ***
	-2.82(4)
	-6.01(2) ***

	(wpp) World palm oil production
	-2.16(10)
	-14.08(2) ***
	-5.18(9) ***
	-6.91(8) ***

	(dpep) Indonesian palm oil price
	-3.35(2) **
	-5.27(7) ***
	-2.26(1)
	-6.47(1) ***

	(dpc) World coconut oil price
	-4.71(5) ***
	-5.96(5) ***
	-3.36(7) **
	-5.32(6) ***

	(dpmc) Malaysian palm oil price
	-2.70(1)
	-4.46(10) ***
	-3.14(1) 
	-6.84(1) ***


· The unit root equation is   
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- Critical Value 1%= -4.04, .5%=-3.73, 10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.7 Philips-Perron unit root test result with a structural breaks for rubber variables, and the time trend of quarterly data (1971-1998).

	Variable
	Level 
	( Level
	Log 
	( Log

	(brr) Quantity of rubber export
	-3.62(3)
	-5.11(3) ***
	-3.62(1)
	-9.56(1) ***

	(fer) Real foreign income
	-1.91(1)
	-3.99(1) *
	-2.07(1)
	-3.93(10) ***

	(err) Real exchange rate weight
	-2.14(4)
	-4.34(4) **
	-2.16(4)
	-6.35(2) ***

	(wpd) World rubber production
	-3.69(5)
	-4.21(10) **
	-4.16(1) *
	-8.96(3) ***

	(dpir) Indonesian rubber price
	-3.52(1)
	-5.50(7) **
	-3.20(1)
	-4.45(4) **

	(dpmr) Malaysian rubber price
	-3.50(4)
	-5.52(5) ***
	-3.69(4)
	-5.39(6) ***

	(dptr) Thailand rubber price
	-3.76(2)
	-5.76(5) ***
	-3.95(6)
	-5.56(4) ***


· The unit root equation is   
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- Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
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- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5. 8 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for rubber variables, quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(brr) Quantity of rubber export
	0.76(3)
	-5.08(3) ***
	-1.87(1)
	-9.37(1) ***

	(fer) Real foreign income
	-1.75(1)
	-3.73(1) **
	-2.14(1)
	-4.02(10) **

	(err) Real exchange rate weight
	-1.52(4)
	-4.72(4) ***
	-2.53(4)
	-6.24(2) ***

	(wpd) World rubber production
	-2.06(5)
	-6.29(10) ***
	-2.69(5)
	-9.33(3) ***

	(dpir) Indonesian rubber price
	-3.37(1) *
	-5.37(7) ***
	-1.81(1)
	-3.91(4) **

	(dpmr) Malaysian rubber price
	-3.70(4) *
	-5.39(5) ***
	-3.08(4)
	-5.08(6) ***

	(dptr) Thailand rubber price
	-4.16(2) *
	-5.67(5) ***
	-3.53(6) *
	-5.03(4) ***


· The unit root equation is   
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- Critical Value 1%= -4.04, .5%=-3.73, 10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5. 9 Philips-Perron unit root test result with a structural breaks for Tea variables, and the time trend of quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(bt) Quantity of tea export
	-2.73(4)
	-6.28(3) ***
	-3.00(2)
	-8.33(2) ***

	(fet) Real foreign income
	-2.14(1)
	-4.13(1) **
	0.82(1)
	-4.03(8) **

	(ert) Real exchange rate weight
	-2.13(4)
	-4.32(4) **
	-2.47(4)
	-6.49(1) ***

	(wpp) World tea production
	-4.58(9) **
	-4.54(10) **
	-5.06(4) ***
	-4.98(9) ***

	(dpt) Indonesian tea price
	-3.73(2)
	-5.67(6) ***
	-3.89(1)
	-6.84(1) ***

	(dpst) World sugar price
	-3.82(5)
	-5.39(4) ***
	-3.56(1)
	-3.97(8) ***

	(dptt) Sri Lankas tea price
	-2.44(4)
	-5.1(4) ***
	-2.65(1)
	-7.27(1) ***


· The unit root equation is   
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- Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
[image: image87.wmf]( = 0.6 (Perron, 1989)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5. 10 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for tea variables, quarterly data (1971-1998)

	Variable

	Level 
	( Level
	Log 
	( Log

	(bt) Quantity of tea export
	-2.32(4)
	-7.13(3)***
	-2.29(2)
	-7.99(2) ***

	(fet) Real foreign income
	-0.22(1)
	-3.19(7) *
	-0.34(1)
	-3.76(8) ***

	(ert) Real exchange rate weight
	-1.64(4)
	-4.69(4) ***
	-2.63(4)
	-6.47(1) ***

	(wpp) World tea production
	-3.87(9) ***
	-4.44(10) ***
	-3.41(4) *
	-5.05(9) ***

	(dpt) Indonesian tea price
	-3.08(2)
	-5.74(6) ***
	-4.19(1) ***
	-6.90(1) ***

	(dpst) World sugar price
	-2.54(5)
	-5.45(4) ***
	-2.99(1)
	-3.55(8) ***

	(dptt) Sri Lankas tea price
	-3.13(4)
	-4.61(4) ***
	-2.61(1)
	-7.26(1) ***


· The unit root equation is   
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- Critical Value 1%= -4.04, .5%=-3.73, 10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5.11 Philips-Perron unit root test result with a structural breaks for aggregate export variables, and the time trend of quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(be) Quantity aggregate export
	-3.46(3) 
	-7.44(3) ***
	-3.41(2)
	-7.30(3) ***

	(fe) Real foreign income
	0.35(1)
	-4.84(5) ***
	-0.70(1)
	-4.82(8) ***

	(ere) Real exchange rate weight
	-2.13(4)
	-13.99(4) ***
	-2.18(4)
	-14.49(2) *** 

	(dpe) Real aggregate export price 
	-3.82(1)
	-12.22(1) ***
	-3.12(1)
	-5.02(2) ***


· The unit root equation is   
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 Critical Value 1%= -4.88,5%=-4,24, 10%=-3.95. 
[image: image90.wmf]( = 0.6 (Perron, 1989)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

Table 5. 12 Augmented Dickey Fuller (ADF) unit root test results trend with no structural breaks and a time trend for aggregate export variables, quarterly data (1971-1998)

	Variable
	Level 
	( Level
	Log 
	( Log

	(be) Quantity aggregate export
	-1.21(3)
	-7.42(3) ***
	-2.96(2)
	-7.23(3) ***

	(fe) Real foreign income
	-1.10(1)
	-4.12(1) **
	-3.98(1)
	-3.28(8) **

	(ere) Real exchange rate weight
	-1.52(4)
	-4.76(0) ***
	-2.52(4)
	-6.27(2) ***

	(dpe) Real aggregate export price 
	-1.66(1)
	-7.63(5) ***
	-2.25(1)
	-7.80(2) ***


· The unit root equation is   
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- Critical Value 1%= -4.04,   5%=-3.73,  10%=-3.15. (Fuller, 1976)

- ( is the first differences of the data.

- Number of lags in parentheses 

- Number of lags are determined using Akaike Information Criterion (AIC)(Perron, 1989)

 *** Significant at the 1% level.

 ** Significant at the 5% level.

 * Significant at the 10% level.

5.2
Cointegration Tests


From Table 5.1 to 5.12 the results indicate that for all five commodities and aggregate agricultural exports, first differences and first difference of logarithmic what of variables are I(1).  The variables that are not stationary are not used in the cointegration regression.  In this section the degree of integration of the residual from the cointegration equation (Equation 4.18) are reported.  If the variables are to be cointegrated, the residuals from the cointegration equation must be stationary, I(0). The structural break regression is to be used for the cointegration using the dummy variable dum_u and dum_t dummy variables for structural break as shown in the table.  The error term (t is tested for a unit root using the ADF test. The lag length for the ADF test are determined using Akaike Information Criterion (AIC) from Statespace Procedure in SAS. 

In each of the five commodities and aggregate exports, volume of exports is the dependent variables.  Variables that are also I(1) are sequentially included in the equation the equation as shown in table 5.13 to 5.18. 

(1) Tables 5.13 to Table 5.18 the results of the ADF test applied to the residual cointegration equations, R2 and cointegration regression Durbin Watson (DW) statistic are presented for five commodities and aggregate exports.

(2)  If the critical value of the ADF statistics for the entire residuals on the cointegration regression equation is greater than the critical value reported by Fuller (1976), there is a long-run relationship between all stationary variables and the volume of exports. 

(3) The critical value table by Fuller (1976) is presented in Table 5.24 in the end of the chapter.

(4) If the degree of integration of the residual is less than the degree of integration of all variables in the cointegration equation, all series are cointegrated, and there is a long-run relationships between export volume and all others variables in the cointegration equation.

(5)  The DW test statistic from the cointegration regression indicates whether the residuals from the cointegration to indicate whether the residual from the cointegration regressions are stationary.

(6)   If the DW is greater than the critical 0.51 the null hypothesis of no cointegration is rejected (Engle and Yoo, 1987).  


For all of the commodities and aggregate exports evidence supports cointegration among the variables.  The ADF statistics and DW statistics are all uniformly greater than the critical values.  This suggests volume of exports is influenced by exchange rate, competitive prices, price of export and foreign income.  There is a long-run relationship detected between volume of exports and exchange rate, price and foreign income long-run relationship in the cointegration regression.


Although it has been established that there is the long-run relation equation exists, the question remaining is which variables provides short-run dynamic adjustment toward the long run equilibrium.  Estimating the error correction models described by Equation 5.4 provides the answers.

Table 5. 13 Cointegration test results for cocoa exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	bc=erc,dum_u,dum_t
	-8.06(3)***
	0.0024
	2.98

	bc=fec, erc,dum_u,dum_t
	-7.99(3) ***
	0.0025
	2.98

	bc=fec, erc, dpc, dum_u,dum_t
	-7.97(3) ***
	0.0025
	2.98

	bc=fec, erc, dpc, dpbz, dum_u,dum_t
	-8.04(3) ***
	0.0139
	2.96

	bc=fec, erc, dpc, dpbz, dps,dum_u,dum_t
	-9.66(3) ***
	0.1653
	2.88

	bc=fec, erc, dpc, dpbz, dps, wpr, dum_u,dum_t
	-10.04(3) ***
	0.2090
	2.88

	
	
	
	


The complete cointegration equation is :
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bc= volume of cocoa exports

erc= exchange rate weight

fec= foreign income weight

dpc= price of Indonesian cocoa

dpbz= price of Brazilian cocoa

dps= price of sugar

wpr= world cocoa production

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.


* Significant at the 10% level (Engle and Granger, 1987).

Table 5. 14 Cointegration test results for coffee exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	bcf=ercf,dum_u,dum_t
	-4.94(10) ***
	0.002
	2.16

	bcf=ficf, ercf, dum_u,dum_t
	-4.73(6) ***
	0.030
	2.13

	bcf=ficf, ercf, dpcf, dum_u,dum_t
	-5.17(4) ***
	0.113
	2.17

	bcf=ficf, ercf, dpcf, dpbz, dum_u,dum_t
	-5.25(4) ***
	0.119
	2.17

	bcf=ficf, ercf, dpcf, dpbz, wpr, dum_u,dum_t
	-5.43(3) ***
	0.154
	2.09

	
	
	
	


The complete cointegration equation is :
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bcf= volume of coffee exports

erc= exchange rate weight

fec= foreign income weight

dpcf= price of Indonesian coffee

dpbz= price of Brazilian coffee

wpr= world coffee production

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.


* Significant at the 10% level (Engle and Granger, 1987).

Table 5. 15 Cointegration test results for palm oil exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	bp=erp,dum_u,dum_t
	-6.67(3) ***
	0.002
	2.40

	bp=fep, erp,dum_u,dum_t
	-6.70(3) ***
	0.003
	2.41

	bp=fep, erp, dpep, dum_u,dum_t
	-6.76(3) ***
	0.043
	2.42

	bp=fep, erp, dpep, dpmc, dum_u,dum_t
	-7.09(3) ***
	0.025
	2.46

	bp=fep, erp, dpep, dpmc, wpr, dum_u,dum_t
	-7.43(3) ***
	0.068
	2.46

	
	
	
	


The complete cointegration equation is :
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bp= volume of palm oil exports

erc= exchange rate weight

fec= foreign income weight

dpep= price of Indonesian palm oil

dpmc= price of Malaysian Palm Oil

wpr= world palm oil production

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.


* Significant at the 10% level (Engle and Granger, 1987).

Table 5.16 Cointegration test results for rubber exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	brr=err,dum_u,dum_t
	-7.22(2) ***
	0.020
	2.60

	brr=fer, err,dum_u,dum_t
	-7.18(2) ***
	0.024
	2.63

	brr=fer, err, dpir, dum_u,dum_t
	-7.55(1) ***
	0.028
	2.59

	brr=fer, err, dpir, dpmr, dum_u,dum_t
	-7.15(2) ***
	0.034
	2.60

	brr=fer, err, dpir, dpmr,  dptr,dum_u,dum_t
	-7.21(2) ***
	0.041
	2.59

	brr=fer, err, dpir, dpmr, dptr, wpd, dum_u,dum_t
	-7.13(2) ***
	0.047
	2.58

	
	
	
	


The complete cointegration equation is :
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brr= volume of rubber exports

err= exchange rate weight

fer= foreign income weight

dpir= price of Indonesian rubber

dpmr= price of Malaysian rubber

dptr= price of Thailand rubber

wpdr= world rubber production

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.


* Significant at the 10% level (Engle and Granger, 1987).

Table 5. 17 Cointegration test results for tea exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	bt=ert,dum_u,dum_t
	-6.95(3) ***
	0.013
	2.63

	bt=fet, ert,dum_u,dum_t
	-6.97(3) ***
	0.023
	2.62

	bt=fet, ert, dpt, dum_u,dum_t
	-8.02(2) ***
	0.068
	2.56

	bt=fet, ert, dpt, dpst, dum_u,dum_t
	-8.00(2) ***
	0.107
	2.53

	bt=fet, ert, dpt, dpst, dptt,dum_u,dum_t
	-8.19(2) ***
	0.111
	2.53

	
	
	
	


The complete cointegration equation is :
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bt= volume of tea exports

ert= exchange rate weight

fet= foreign income weight

dpt= price of Indonesian tea

dptt= price of Sri Lankan tea.

dpst= price of sugar

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values of cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.

`
* Significant at the 10% level (Engle and Granger, 1987).

Table 5. 18 Cointegration test results for aggregate exports demand variables with structural break, quarterly (1971-1998)

	Cointegration Equation
	ADF

Statistics
	R2
	DW

	
	
	
	

	be=ere,dum_u,dum_t
	-7.42(3) ***
	0.023
	2.77

	be=fe, ere,dum_u,dum_t
	-7.23(3) ***
	0.025
	2.77

	be=fe, ere, pe, dum_u,dum_t
	-7.06(3) ***
	0.040
	2.77

	
	
	
	


The complete cointegration equation is :


[image: image97.wmf]t

2

1

3

2

1

0

U

t

_

dum

u

_

dum

pe

ln

ere

ln

fe

ln

be

ln

+

d

+

d

+

a

+

a

+

a

+

a

=


be= volume of Indonesian agricultural exports

ere= exchange rate weight

fe= foreign income weight

pe= index price of Indonesian agricultural exports

dum_u= intercept dummy

dum_t= slope dummy

a. Break Year is 1987 (I).

b. Number in parentheses is the number of lags.

c. Critical Values of cointegration .


*** Significant at the 1% level.


** Significant at the 5% level.


* Significant at the 10% level (Engle and Granger, 1987).

5.3
Error Correction Model


The error correction model estimates for the five commodities and aggregate agricultural exorts reported in Tables 5.19 to 5.23. All the prices are deflated with the country price index using 1995(I) as the base. The analysis of the model's residuals and model misspecification tests are also reported.  The error correction parameters link the long-run relationships of the system to the short-run dynamics.


An insignificant error correction parameter would imply that movement in the variable does not resolve deviation from the long-run equilibrium.  The fact that all of the parameters of the error correction model are significantly different from zero implies that they all participate in restoring long-run equilibrium.  This means that permanent change in any one of the independent variables will lead to a temporary deviation in the long-run relationship between the export demand variables.  The extent to which each independent variable will move in response to long-run disequilibrium is manifested in the relative size or the error correction parameter.  The regression model of the error correction model is:
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(5. 4)

where Ut-1 is the error correction term that derive from the Equation 5.5 below, dum_u is the dummy variable that if t (Tc is one and zero otherwise, and dum_t is t-Tc if t ( Tc or zero otherwise, where Tc is the time break which are the dummy variable for structural break. 
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 (5. 5) 


The error correction model estimated for this research is the restricted model from the Engle-Granger two-step procedure.  The model allows various lag lengths for each variable to allow for lagged response of importers in other countries to a change in values of independent variables.  

5.3.1
Cocoa


The results for the error correction model for the cocoa are exports are reported in Table 5.19.  An experiment was conducted to select the length of lags on foreign income  ((lnfec) and weighted exchange rate ((lnerc) using the Equation 5.4.  Initially three lags were included in foreign income variable, three lags in the exchange rate variable and two lags in cocoa price variable.  The foreign income variable is not significant in the equation.  It indicates that effect of foreign income on cocoa export volume in the long-run model is small since cocoa is a basic commodity. Trading partner income does not influence quantity of cocoa imported from Indonesia. Weight exchange rate (lnerc has a negative coefficient at the three lagged level, and is statistically significant at one percent.  This seems to imply that the exchange rate has three quarter delay effect on the volume of exports, and as the exchange rate depreciates by ten percent, export volume will increase by 6.9 percent.  Since variable (lndpc has a negative coefficient as expected and significant at the one percent level for the current period.  The parameter estimates is  

(-0.79) which is the own price elasticity. The negative sign indicates that excess demand elasticity greater than excess supply.  The significance of the parameter indicates that the price of the Indonesian export has a strong effect on volume of e cocoa exports.


The one lagged error correction term Ect-1 is statistically significant and displays the appropriate negative sign.  This finding supports the validity of an equilibrium relationship among the variables in the error correction model.  The dum_u and dum_t  have a negative sign and are not statistically significant.  This mean there is no strong evidence of a structural break dummy variable in the model.


The overall F test is (9.09) statistically significant at one percent, and the R2 is 0.47.  In particular, the estimated model fulfills the conditions of serial noncorellation (DW=2.57), which indicates low probability of serial correlation and normality of residual ((2=2.81).  

5.3.2
Coffee


The results for the coffee error correction model are is reported in Table 5.20.  The coffee export model included foreign income ((lnficf), weighted exchange rate ((lnercf), price of coffee export ((lndpcf), and price of Brazilian coffee as the competitive price ((lndpbz).  Initially,up to five lags have been included for the (lnficf and none of the coefficient are statistically significant.  Foreign income does not influence the volume of coffee exports.  The exchange rate variable ((lnercf) coefficient is negative and statistically significant.  The exchange rate does not affect the exports instantly, but is significant after the fifth quarter.  The own price coefficient (current period) coefficient is negative significant at the one percent level.  The current price of coffee influences the volume of export.  The Brazilian coffee price (five lags) coefficient is positive sign statistically significant.   As the price of Brazilian coffee increases, exports of Indonesian coffee increases.  Both countries are major coffee exporters and importers will buy more Indonesian coffee if the Brazil coffee price increases.


The one lagged error correction term Ect-1, is statistically significant and displays the appropriate negative sign.  This finding supports the validity of an equilibrium relationship among the variables in the error correction model.  This implies that overlooking the cointegratedness of the variables would have introduced misspecification in the underling dynamic structure.  A higher power of Ect-1 is statistically insignificant.  The change in real exports per quarter is attributed to the disequilibrium between the actual and equilibrium level is measured by the absolute values of the error correction term equation.  There is considerable inter-commodity variation in the adjustment speed to the past period's disequilibrium in the export demand model.  The dum_u and dum_t have a negative coefficient and are not statistically significant.  There is no strong evidence of a structural break in the model.


The F test is (8.5) that statistically significant at one percent and the R2 is 0.49.  In particular the estimated model fulfills the conditions of serial noncorellation (DW=2.75), normality of residual ((2=2.75).  

5.3.3
Palm Oil


The result for the palm oil the error correction model is reported in Table 5.21.

An experiment is used to guide to select the length of lags on foreign income  (dlnfep), weighted exchange rate (dlnerp) using Equation 5.7.  Initially up to of the foreign income, three lags in exchange rate and four lags in palm oil price ((lndpep) variables.  Four lags in the Malaysian palm oil ((lndpmc) price is the competitive price.  Foreign income (two lags) is statistically significant.  It indicates that foreign income does an impact on palm oil exports.  Trading partner countries will import more from Indonesia as they increase the income of their countries.  Variable (lnerp has a negative sign and is statistically significant at one percent.  The exchange rate has a one quarter delay effect on the volume of exports.  As the exchange rate increases by ten percent, it will reduce the export volume by 6.2 percent.  The variable (lndpep as a negative sign as expected, and is significant at one percent level.  The parameter estimates is -0.90.  The price of the Indonesian exports has a strong negative effect on the volume of the palm oil volume exports.   Malaysian Palm oil price coefficient has a positive sign as expected and is statistically significant at the five lagged periods.  As the price of Malaysian Palm oil increases, exportation of Indonesian Palm oil exports increase.  Both countries are the major palm oil exporters, so the importers will buy more Indonesian Palm oil if Malaysian prices increase. 


The lagged error correction term Ect-1, is statistically significant and the coefficient is appropriately negative.  This finding supports the validity of an equilibrium relationship among the variables in the error correction model.  The dum_u and dum_t have a negative sign and are not statistically significant.  There is no strong evidence supporting a structural break dummy in the model.


The F test is (2.5) that statistically significant at one percent, the R2 is 0.22 in particular the estimated model fulfills the conditions of serial noncorellation (DW=2.14), normality of residual ((2=3.67).   

5.3.4
Rubber


The results for the rubber error correction model are reported in Table 5.22.  

Estimation was established to select the length of lags on foreign income ((lnfer), exchange rate weight ((lnerr) using Equation 5.4.  Initially, four lags were included in the foreign income variable, along with one lag in exchange rate variables and two lags in cocoa price ((lndpir) variables.  The foreign exchange variable is not significant in the equation, even with three lags of the variable.  Variable (lnerr has a negative sign only at current period levels and has a positive sign at one level of lags, it is found to be statistically significant at one percent.  This implies that the exchange change immediately influences the volume of exports.  The exchange rate increases by ten percent export volume decreases by 2.1 percent.  Rubber price variable (lndpir is not significant even for the four lagged periods.  Which suggest Indonesian rubber demand is also very inelastic.


The one lagged error correction term Ect-1, is statistically significant coefficient and has the appropriate negative sign.  This finding supports the validity of an equilibrium relationship among the variables in the error correction model.

The dum_u and dum_t have a negative sign but are not statistically significant. There is no strong evidence a structural break dummy variable in the model.


The misspecification test for the model suggests that it is statistically fit for the data.  The F test is (3.54) statistically significant at one percent, and the R2 is 0.47.  In particular, the estimated model fulfills the conditions of serial noncorellation (DW=2.11). But the normality of residual ((2=14.67) give the result reject the null hypothesis its mean the residual distribution is not normal. 

5.3.5
Tea


The results for the error correction model for tea regression are reported in Table 5.23.  The variables estimated in the model tea export included foreign income 

((lnfet), weighted exchange rate ((lnert), price of tea exports ((lndpt), and the price of Srilanka Tea ((lndptt).  Up to four lags for the (lnfet variable are allowed and the coefficient are not statistically significant.  The exchange rate (five lags)((lnert) coefficient is negative and significant, suggesting that the exchange rate affects exports.  The own price coefficient has a negative sign and is significant at one percent.   Price of tea influences the volume of tea exports.  Sri Lanka tea price coefficient has a positive sign, as expected, and is significant.  It seems that as the price of Sri Lanka tea increases, then Indonesian tea exports will also increase.  As both countries are major tea exporters. 


The one lagged error correction term Ect-1, is statistically significant coefficient and displays the appropriate negative sign.  This finding supports the validity of an equilibrium relationship among the variable in the error correction model.  

This implies that overlooking the cointegratedness of the variables would introduce misspecification in the underling dynamic structure.  Indeed, higher on lags of Ect-1 were included in the regression equation, but proved statistically insignificant.  Secondly, the change in real exports per quarter is attributed to the disequilibrium between the actual and equilibrium level is measured by the absolute value of the error correction term equation.  There is considerable the inter-commodity variation in adjustment speed to the past period's disequilibrium.  The dum_u and dum_t coefficients are negative and not statistically significant.  This mean there is no strong evidence of a structural break in the model.


The F test is (4.4) statistically significant at one percent and the R2 is 0.29.  In particular, the estimated model fulfills the conditions of serial noncorellation (DW=2.05), normality of residual ((2=3.75).  

5.3.6
Aggregate Agricultural Exports


The results for the error correction model for aggregate agricultural exports are reported in Table 5.23. The equation includes foreign income ((lnfe), weighted exchange rate ((lnere), and the index of agricultural exported ((lndpe).  Initially, five lags have been conducted for (lnfe variable and the coefficient is positive and significant.  The exchange rate variable (five lags)((lnere) coefficient gave the negative sign and is statistically significant at one percent.  It indicates that the exchange rate affect the exports fifth quarter after the payment made.  The own price coefficient is negative and significant at one percent at current period.  The demand is very inelastic (-0.30) and only a little change in exports occurs if the price increases.


The one lagged error correction term Ect-1 coefficient is negative and significant.  This finding supports the validity of an equilibrium relationship among the variables in each error correction equation.  This implies that overlooking the cointegratedness of the variables would have introduced misspecification in the underling dynamic structure. Higher powers of Ect-1 were included in the regression equation, but prove statistically insignificant.  The change in real exports per quarter is attributed to the disequilibrium between the actual and equilibrium level is measured by the absolute value of the error correction term.  The dum_u and dum_t have a negative sign, and are not statistically significant.  There is no strong evidence of a structural break in the model.


The F test is (4.4) is statistically significant (one percent), and the R2 is 0.8.  The d model fulfills the conditions of serial noncorellation (DW=2.35), normality of residual ((2=0.49). 

5.4
Result Summary


In this study, it have been taken explicitly into account of stationarity by employing new techniques of unit root, cointegration and error-correction modeling with a structural break.


As evident from the unit root tests for stationarity using the Augmented Dickey -Fuller and Philip-Perron test with a structural break, most variables for the level and log of the level are non-stationary. Most became stationary after taking the first difference of the level and logarithm variables.  The variables that are stationary after first differencing are integrated of order one, and can be used for the cointegration technique.


The cointegration test, which applied the ADF test to the residual of cointegration equation, indicates that all are statistically significant at one percent.  This suggests there is a direct relationship between volumes of exports, and foreign income, weighted exchange rate, own price, and price of competitive suppliers. Having established the evidence of the long-run relation between the variables in the equation, the error-correction model to provide short-run dynamic adjustment need is estimated.


The empirical results for the error correction model indicate that the weighted exchange rate of importer countries significantly affects agricultural exports.  All the commodities and the aggregate exports have negative statistically significant coefficient for exchange rate. This suggests that the depreciation of the Indonesia rupiah relative to the importer country currencies increases of agricultural exports.  The effect of the number of the lag on exchange rate varies from none to five quarters.  Foreign income has no strong impact for four of the five commodities.  For palm oil and aggregate exports, foreign income has a positive sign, as is significant. The real price of the commodity variable reveals the strong effect on the agricultural export with a negative sign, except for rubber, with no evidence of significance.  Competitive prices, which are included in the coffee, rubber, and tea models, have a positive sign and coefficients are significant.


The significance of the of the one lagged of the error correction term indicates the change in every variables in the error correction models per quarter attributed to the disequilibrium between the actual and equilibrium levels is measured by the absolute value of the error correction term of each equation.  There is considerable inter-commodity variation in the adjustment speed to the last period disequilibrium. The bigger the absolute value of the error correction term coefficients the faster is the adjustment of export volume to changes in the regressors.  This indicates the existence of market forces in the export market that operates to restore long-run equilibrium after short-run disturbances.

Table 5. 19.  Regression Results from Error Correction Model for Cocoa Export Demand Model with Structural Break, Quarterly (1971-1998).  Dependent variable is (lnbc (Quantity of cocoa export) 

	Lag
	Variable

	
	Ec
	(lnfec
	(lnerc
	(lndpc
	dum_u
	dum_t

	
	
	
	
	
	
	

	0
	
	
	
	-0.79***
	-0.01
	-0.08

	
	
	
	
	(5.62)
	(0.20)
	(0.57)

	1
	-0.65***
	
	
	
	
	

	
	(-7.87)
	
	
	
	
	

	2
	
	-2.27
	0.76
	-0.07
	
	

	
	
	(-0.50)
	(1.06)
	(-0.56)
	
	

	3
	
	-4.56
	-0.69*
	
	
	

	
	
	(-1.04)
	(-1.73) 
	
	
	

	
	
	
	
	
	
	


The equation for the model is:
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bc= volume of cocoa exports

erc= exchange rate weight

fec= foreign exchange rate weight

dpc= price of Indonesian cocoa

Ec=error correction term

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

Summary statistics:

R2= 0.47, Adjusted R2 = 0.42

DW= 2.57

F = 9.09

(2(Jarque-Bera)=2.81

. *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level (Engle and Granger, 1987).

Table 5. 20 Regression Results from Error Correction Model for Coffee Export Demand Model with Structural break, quarterly (1971-1998).  Dependent variable is (lnbcf (Quantity of coffee export)
	Lag
	Variable

	
	Ec
	(lnficf
	(lnercf
	(lndpcf
	(lndpbz
	dum_u
	dum_t

	0
	
	
	
	-0.81
	
	0.021
	-0.001

	
	
	
	
	(5.33) ***
	
	(0.61)
	(0.87)

	1
	-0.57***
	
	
	-0.05
	
	
	

	
	(-6.92)
	
	
	(-0.04)
	
	
	

	2
	
	
	0.71
	
	
	
	

	
	
	
	(1.69) 
	
	
	
	

	3
	
	
	-0.35
	
	
	
	

	
	
	
	(-1.14)
	
	
	
	

	4
	
	
	0.05
	
	
	
	

	
	
	
	(0.15)
	
	
	
	

	5
	
	-3.21
	-0.83***
	
	0.05***
	
	

	
	
	(-0.83)
	(-1.93) 
	
	(2.80)
	
	

	
	
	
	
	
	
	
	


The equation for the model is:
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bcf= volume of coffee exports

erc= exchange rate weight

fec= foreign exchange rate weight

dpcf= price of Indonesian coffee

dpbz= price of Brazilian coffee

Ec= error correction variable

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

-.Ec is error correction variable

Note: All variables converted to logs

Summary statistics:

R2= 0.49, Adjusted R2=0.43

DW= 2.61

F=8.5

(2(Jarque-Bera)=2.75

   *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level 

Table 5. 21 Regression Results from Error Correction Model for Palm Oil Export Demand Model with Structural break, quarterly (1971-1998).  Dependent variable is (lnbp (Quantity Palm Oil export) 

	Lag
	Variable

	
	Ec
	(lnfep
	(lnerp
	(lndpep
	(lndpmc
	dum_u
	dum_t

	0
	
	
	
	
	
	-0.014
	-0.003

	
	
	
	
	
	
	(-0.20)
	(0.002)

	1
	-0.25***
	
	-0.62***
	-0.49
	
	
	

	
	(2.69)
	
	(-1.70)
	(-1.14)
	
	
	

	2
	
	2.53***
	
	-0.90
	
	
	

	
	
	(2.84)
	
	(2.02) ***
	
	
	

	3
	
	
	0.23
	0.49
	
	
	

	
	
	
	(0.55)
	(1.01)
	
	
	

	4
	
	2.72***
	
	
	1.04***
	
	

	
	
	(-2.78)
	
	
	(-2.50)
	
	

	
	
	
	
	
	
	
	


The equation for the model is:
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bp= volume of palm oil exports

erc= exchange rate weight

fec= foreign exchange rate weight

dpep= price of Indonesian palm oil

dpmc= price of Malaysian palm oil

Ec= error correction variable

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

Summary statistics:

R2= 0.22 , Adjusted R2 = 0.13

DW= 2.14

F= 2.5

(2(Jarque-Bera)=3.67

.   *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level. 

Table 5. 22 Regression Results from Error Correction Model for Rubber Export Demand Model with Structural break, quarterly (1971-1998).  Dependent variable is (lnbrr (Quantity of Rubber export)

	Lag
	Variable

	
	Ec
	(lnfer
	(lnerr
	(lndpir
	dum_u
	dum_t

	0
	
	
	-0.21
	
	0.02
	-0.005

	
	
	
	(-1.68) ***
	
	(0.99)
	(-0.83)

	1
	-0.35
	
	0.30
	
	
	

	
	(-3.70) ***
	
	(1.20) 
	
	
	

	2
	
	
	
	
	
	

	
	
	
	
	
	
	

	3
	
	
	
	
	
	

	
	
	
	
	
	
	

	4
	
	-1.50
	
	0.02
	
	

	
	
	(-0.98)
	
	(0.15)
	
	

	
	
	
	
	
	
	


The equation for the model is:
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brr= volume of rubber exports

err= exchange rate weight

fer= foreign exchange rate weight

dpir= price of Indonesian rubber

Ec= error correction variable

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

Summary statistics:

R2= 0.20 , Adjusted R2 = 0.15

DW= 2.11

F= 3.54

(2(Jarque-Bera)=14.67

   *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level. 

Table 5. 23 Regression Results from Error Correction Model for Tea Export Demand Model with Structural break, quarterly (1971-1998).  Dependent variable is (lnbt (Quantity of Tea exports) 

	Lag
	Variable

	
	Ec
	(lnfet
	(lnert
	(lndpt
	(lndptt
	dum_u
	dum_t

	0
	
	
	
	-0.88
	1.01
	-0.82
	-0.01

	
	
	
	
	(-3.80) ***
	(3.18) ***
	(0.41)
	(-1.66) *

	1
	-0.30
	
	
	
	
	
	

	
	(-3.17) ***
	
	
	
	
	
	

	4
	
	-1.92
	
	
	
	
	

	
	
	(-0.40)
	
	
	
	
	

	5
	
	
	(-0.63) ***
	
	
	
	

	
	
	
	-2.03
	
	
	
	

	
	
	
	
	
	
	
	


The equation for the model is:
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bt= volume of tea exports

ert= exchange rate weight

fet= foreign exchange rate weight

dpt= price of Indonesian tea

dptt= price of Srilanka tea.

Ec= error correction variable

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

Summary statistics:

R2= 0.29 , Adjusted R2 = 0.23

DW= 2.05

F= 4.44

(2(Jarque-Bera)=3.87

    *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level
Table 5. 24 Regression Results from Error Correction Model for Aggregate Export Demand Model with Structural break, quarterly (1971-1998).  Dependant variable is (lnbe (Quantity of Aggregate export demand) 

	Lag
	Variable

	
	Ec
	(lnfe
	(lnere
	(lnped
	dum_u
	dum_t

	0
	
	
	
	0.032
	-0.01
	0.007

	
	
	
	
	(0.28)
	(-0.71)
	(1.10)

	1
	-0.41
	
	
	
	
	

	
	(-4.71) ***
	
	
	
	
	

	2
	
	0.81
	-0.44
	
	
	

	
	
	(0.44)
	(-2.87) ***
	
	
	

	3
	
	3.81
	
	
	
	

	
	
	(1.35) 
	
	
	
	

	5
	
	2.92**
	
	-0.30
	
	

	
	
	(1.91) 
	
	(-2.37) ***
	
	

	
	
	
	
	
	
	


The equation for the model is:
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be= volume of Indonesian agricultural exports

ere= exchange rate weight

fe= foreign exchange rate weight

pe= index price of Indonesian agricultural exports

Ec= error correction variable

dum_u= intercept dummy

dum_t= slope dummy

- ( is first differencing of the variables

-.Ec is error correction variable

Summary statistics:

R2= 0.28 , Adjusted R2 = 0.23

DW= 2.35

F= 4.17

(2(Jarque-Bera)=0.49 

   *** Significant at the 1% level.

    ** Significant at the 5% level.

    * Significant at the 10% level. 

Table 5. 25. Critical Values for Cointegration Test

	Number of var

N
	Sample size

T
	Significance level

	
	
	1%
	5%
	10%

	1a
	50
	2.62
	1.95
	1.61

	
	100
	2.60
	1.95
	1.61

	
	250
	2.58
	1.95
	1.62

	
	500
	2.58
	1.95
	1.62

	
	(
	2.58
	1.95
	1.62

	
	
	
	
	

	1b
	50
	3.58
	2.93
	2.60

	
	100
	3.51
	2.89
	2.58

	
	250
	3.46
	2.88
	2.57

	
	500
	3.44
	2.87
	2.57

	
	(
	3.43
	2.86
	2.57

	
	
	
	
	

	2
	50
	4.32
	3.67
	3.28

	
	100
	4.07
	3.37
	3.03

	
	200
	4.00
	3.37
	3.02

	
	
	
	
	

	3
	50
	4.84
	4.35
	3.73

	
	100
	4.45
	4.22
	3.59

	
	200
	4.35
	4.18
	3.47

	
	
	
	
	

	4
	50
	4.94
	4.35
	4.02

	
	100
	4.75
	4.22
	3.89

	
	200
	4.70
	4.18
	3.89

	
	
	
	
	

	5
	50
	5.41
	4.76
	4.42

	
	100
	5.18
	4.58
	4.26

	
	200
	5.02
	4.48
	4.18

	
	
	
	
	


a critical values of (
b critical values of ((
Both cited from Fuller (1976, p.373)

CHAPTER VI

CONCLUSIONS


Since the advent of current floating exchange rates, many authors analyzed the effects of exchange rates on the agricultural exports.  Developing countries have received little attention.  Therefore, any study that deals with developing countries will be an addition to the literature.  

Previous approaches to study of the relationship between export volume and exchange rate have been based on inappropriate econometric procedures, in that relationships between non-stationary variables have been estimated.  In this study, I have taken explicit account of this non-stationarity by employing unit root tests, multivariate cointegration, and error correction modeling with structural break.


Export demand functions, estimated on quarterly export data for five commodities (cocoa, coffee, palm oil, rubber, tea), and aggregate export are as for the 1971-1998 periods.  Quantity of exports is hypothesized to depend upon foreign economic activity, own price, competitive price, and exchange rate.  Each estimated model follows recently developed time-series tests with or with out structural breaks.  The empirical results suggest the following conclusions.


First, the evidence strongly indicates the existence of a single unit root in virtually all variables at normal significance levels for all commodities and aggregate agricultural exports.  This is true if they are tested with and without structural break for change in exchange rate policy.  Results are consistent with the macroeconomic literature that most time-series data are non-stationary (Nelson and Plosser, 1982).  Previous equations relating to non-stationary variables could be subject to the spurious regression phenomenon first described in Granger and Newbold (1974).


Second, the results suggest that there is a statistically significant long-run relationship between export volume and exchange rate, as well as relative price and foreign income, which is explained in a cointegration equation with structural break.  In addition for each commodity exchange rate change has a negative short-run effect.  These findings are similar to the results of other researchers (Nainggolan, 1987).  The foreign income result indicates no short-run effect, since the commodities in the model are basic commodities, and the income of importers has little impact on the export and represents a small percentage of their import volume.  The price of each commodity has a negative short-run effect in every case.  The coefficient of the competitor price was positive and has a short-run effect on export volume.  Importers of Indonesian agricultural commodities are able and willing to import from alternative sources if the price is more favorable than the Indonesian price.


Third, the results attributed the difference to the more appropriate way in which I have implemented the model for each commodity, which included the structural break for an exchange rate policy change.  The results, therefore, provide different insights into the relationship between exchange rate and real exports.  Moreover, the results suggest that a statically robust demand for exports can be estimated using error-correction dynamic specifications.  This approach was found to reduce misspecification error.


Fourth, the major finding is that exchange rate changes have a statistically significant negative impact on the real export of all five commodities and aggregate exports.  This finding is consistent with the theoretical considerations discussed in Chapter 4.  Importing countries reduce their activities and switch to other sources of agricultural import supply to reduce the effect of the exchange rate risk.  

6.1 Policy Implications


Because of the strong effect of real exchange rate on the agricultural exports, a policy that dampens the real exchange rate can enhance agricultural exports.  This implies that if the domestic inflation rate is higher in domestic countries than the trading partners, the depreciation in the nominal exchange rate will be adjust instantly to maintain the competitiveness, encourage exports, helps correct the trade deficit.  The expansionary monetary policy to increase the money supply seems less effective.  


An expansionary monetary policy to influence the exchange rate alone is not sufficient to increase agricultural exports.
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		9		1979		9939330.331		614236413		207629046		936792961		83387764		9		1979		9939.330331		614236.413		207629.046		936792.961		83387.764

		10		1980		28174518.9		656004919		265906956		1165320338		112689390		10		1980		28174.5189		656004.919		265906.956		1165320.338		112689.39

		11		1981		14693884.05		345943027		112860029		828329424		100837470		11		1981		14693.88405		345943.027		112860.029		828329.424		100837.47

		12		1982		22766438.55		341701384		98533940		602147546		67761887		12		1982		22766.43855		341701.384		98533.94		602147.546		67761.887

		13		1983		30670867.85		427257917		114559685		843464777		120434667		13		1983		30670.86785		427257.917		114559.685		843464.777		120434.667

		14		1984		50770330.6		565261713		64606459		948391759		226292810		14		1984		50770.3306		565261.713		64606.459		948391.759		226292.81

		15		1985		58785347.73		593208712		243283411		716425109		149082008		15		1985		58785.34773		593208.712		243283.411		716425.109		149082.008

		16		1986		60963190.54		818438615		123090281		711417284		99094197		16		1986		60963.19054		818438.615		123090.281		711417.284		99094.197

		17		1987		76628028.7		535565839		176781551		957859929		118736725		17		1987		76628.0287		535565.839		176781.551		957859.929		118736.725

		18		1988		75039660.2		550237261		333866244		1242124054		125307797		18		1988		75039.6602		550237.261		333866.244		1242124.054		125307.797

		19		1989		75098847.45		452649985		292727283		813952595		145389975		19		1989		75098.84745		452649.985		292727.283		813952.595		145389.975

		20		1990		105890278.1		422391511		278132264		750652233		162353779		20		1990		105890.2781		422391.511		278132.264		750652.233		162353.779

		21		1991		115857195.9		385937895		270004321		710352678		163847363		21		1991		115857.1959		385937.895		270004.321		710352.678		163847.363

		22		1992		141502813.9		334895930		239226155		712153920		164878243		22		1992		141502.8139		334895.93		239226.155		712153.92		164878.243

		23		1993		190886483.9		348353651		247688890		686471551		169291817		23		1993		190886.4839		348353.651		247688.89		686471.551		169291.817

		24		1994		217999270.3		348860818		287699610		730256522		158171475		24		1994		217999.2703		348860.818		287699.61		730256.522		158171.475

		25		1995		225003999.6		352662293		317487212		740704863		162456347		25		1995		225003.9996		352662.293		317487.212		740704.863		162456.347

		26		1996		286222792.1		345971665		361627538		769902968		154377735		26		1996		286222.7921		345971.665		361627.538		769902.968		154377.735

		27		1997		247494015.3		337208262		378235205		808269654		136470338		27		1997		247494.0153		337208.262		378235.205		808269.654		136470.338

		28		1998		259176263.9		300406632		357518397		797178848		122840925		28		1998		259176.2639		300406.632		357518.397		797178.848		122840.925

		Exports by Destination Country

						us $1000000

						value		value		value		value		value

		Year		total export		singapore		USA		Japan		Australia		Netherland

		1971		1247

		1972		1610

		1973		3061

		1974		7450

		1975		7102

		1976		8547

		1977		10852		1003.6		559.2		4360.8		60.5		372.1

		1978		11643		1241		765.9		4565.5		107		354.5

		1979		15590		1963.8		430.5		7191.9		190		399.1

		1980		21908		2483.5		956.3		10792.4		339.1		414.9

		1981		22260		2989.1		4798		11833		339.1		411.9

		1982		22211		2894.1		4852		11949		447.3		347.2

		1983		21146		3120.9		3546		11192		674.2		265.2

		1984		21902		3127.8		4266		9678		208.4		289.2

		1985		18590		1625.6		4040.2		8593.5		149.2		392

		1986		16075		1238.9		2901.5		6644.1		158.6		452.6

		1987		17135		1449.2		3348.7		7393.3		309.9		493.4

		1988		19465		1653.2		3348.7		8018.3		293.3		646.3

		1989		22159.5		1817.9		3496.6		9321.2		386.6		681.3

		1990		25673.9		1902.1		3364.6		10923.4		403		723.1

		1991		29543		2409.8		3508.5		10766.8		628		837.5

		1992		33861		3313.5		4419.1		10760.5		746.1		1100.3

		1993		36825		3854.4		5309.5		11862		778.7		1116.9

		1994		40054		4192.3730509165		5775.0634894773		12902.1194297352		846.9803068568		1214.8353727088

		1995		45417		4753.7076659878		6548.3112423625		14629.6389409369		960.3860936864		1377.4948350305

		1996		49814		5213.9329694501		7182.279239647		16045.9923421589		1053.3648825526		1510.8555763747

		1997		53443		5593.7732301426		7705.5155057705		17214.9590224033		1130.1035736592		1620.9229246436

		1998		48847.4		5718.5		7031		9116		1533.5		1142.1

		1999		48665.4		4930		6896		10397		1404.8		1176

		2000

																										Total Export

																														34.592,1		33.316,8

														Oil		Agricultural		Industrial		Mining		Others		Sub total

												1

												1988

												1989		6,060.30

												1990		7403.8

		Value Indonesia Exports (US Million)										1991		67143

		Sectors										1992		6618.9

				Crude Oil		Oil Product		Natural Gas		Sub total		1993		6049.9

		1994		5,071.56		932.92		3,689.12		9,693.61		1994		9,693.61		2,818.33		25,702.67		1,837.11		1.71		30,359.82		40,053.43

		1995		5,145.70		1,296.74		4,021.97		10,464.41		1995		10,464.41		2,887.32		29,329.38		2,735.30		1.55		34,953.56		45,814.75

		1996		5,711.81		1,516.09		4,493.91		11,721.81		1996		11,721.81		2929.42		32,116.99		3,054.21		1.3		38,092.93		49,814.75

		1997		5,479.99		1,302.45		4,840.10		11,622.55		1997		11,622.55		3,274.86		34,842.98		3,170.54		5.3		41,821.05		53,443.60

		1998		3,348.62		708.07		3,815.46		7,872.16		1998		7,872.16		3,658.88		34,587.68		2,724.44		4.45		40,975.47		48,847.63

												1999		9,972		3,658.9		34.592,1		3		4.5

												2000		7963.1008226516		2921.8		33.316,8		3		5.9

						.		AGRICALTURE SECTOR				3.658,9		2.921,8		-20,14		7,52		2.714,3		2.778,5		2,36		6,34

						 		1		Shrimp		1.005,7		884,9		-12,01		2,28		812,7		912,8		12,32		2,08

						 		2		Coffee		578,9		458,3		-20,85		1,18		434,4		299,7		-31,00		0,68

						 		3		Other Agriculture Products		619,9		147,8		-76,16		0,38		142,2		280,3		97,16		0,64

						 		4		Cocoa Beans		382,6		296,7		-22,45		0,76		276,8		213,2		-22,97		0,49

						 		5		Tuna		111,0		106,9		-3,68		0,27		98,5		124,9		26,83		0,28

						 		6		White Pepper		97,4		140,7		44,49		0,36		132,8		111,0		-16,41		0,25

						 		7		Other Fishes		233,8		236,1		0,97		0,61		218,2		102,1		-53,24		0,23

						 		8		Tea		108,4		92,0		-15,09		0,24		81,4		99,7		22,60		0,23

						 		9		Black Pepper		86,7		47,0		-45,75		0,12		45,3		96,6		113,24		0,22

						 		10		Fruits		46,9		91,8		95,66		0,24		82,6		85,1		3,12		0,19

						 		11		Crabs, Oysters etc.		29,0		62,6		115,69		0,16		56,2		69,2		23,13		0,16

						 		12		Tobacco		132,8		79,1		-40,41		0,20		76,2		60,6		-20,44		0,14

						 		13		Nutmeg,Mace and Cardamons		30,1		42,6		41,86		0,11		38,7		49,5		27,97		0,11

						 		14		Wood in The Rough		11,2		31,2		179,01		0,08		29,7		43,3		45,91		0,10

						 		15		Vegetables		16,2		27,9		72,08		0,07		25,7		32,4		25,89		0,07

						 		16		Other Seeds		6,6		4,9		-25,29		0,01		4,6		23,8		414,79		0,05

						 		17		Resin and Gum Resin		16,4		22,1		34,69		0,06		20,3		23,0		13,53		0,05

						 		18		Pearls		22,9		20,4		-10,66		0,05		20,4		20,4		0,00		0,05

						 		19		Other Spices		25,5		18,7		-26,53		0,05		17,8		19,5		9,40		0,04

						 		20		Cassia Vera		31,4		20,5		-34,67		0,05		18,9		15,3		-18,71		0,03

						 		21		Ornamental Fishes		1,5		11,4		670,32		0,03		10,5		12,8		21,08		0,03

						 		22		Salmon		3,4		10,1		198,56		0,03		9,2		12,0		30,85		0,03

						 		23		Other Live Fish		4,9		8,0		61,60		0,02		7,3		10,0		36,22		0,02

						 		24		Seaweeds		2,9		9,8		235,98		0,03		8,8		9,3		6,13		0,02

						 		25		JellyFish		3,3		5,5		68,34		0,01		5,0		8,0		60,26		0,02

						 		26		Other Vegetable Products		3,7		9,4		155,06		0,02		8,7		7,3		-15,92		0,02

						 		27		Natural Rubber		18,8		10,8		-42,51		0,03		8,9		7,2		-19,18		0,02

						 		28		Copal and other		2,8		6,3		125,25		0,02		5,7		7,1		23,96		0,02

						 		29		Medicinal Herbs		4,8		5,5		15,39		0,01		5,1		6,9		36,65		0,02

						 		30		Vanilla		6,7		3,8		-42,57		0,01		3,5		5,4		52,50		0,01

						 		31		Snail		4,6		3,2		-29,69		0,01		3,0		4,4		45,98		0,01

						 		32		Aren Fibre and similar		1,5		2,1		36,36		0,01		1,9		2,2		15,57		0,01

						 		33		Coral and Similar Materials		1,9		1,9		-0,44		0,00		1,7		1,8		2,45		0,00

						 		34		Flower Seeds		4,5		1,4		-68,94		0,00		1,4		0,9		-38,12		0,00

						 		35		Feather of Duck		0,2		0,1		-48,18		0,00		0,1		0,5		383,84		0,00

						 		36		Cotton Seeds		0,1		0,2		69,39		0,00		0,1		0,1		-5,85		0,00

						II.		MINING SECTOR				3		3		-3,30		6,78		2		3		3,69		5,81

						 		1		Copper Ore		1.307,4		1.230,6		-5,88		3,17		1.158,8		1.232,9		6,39		2,81

						 		2		Coal		1.346,4		1.303,7		-3,17		3,35		1.205,5		1.160,8		-3,71		2,65

						 		3		Other Mining Products		13,4		26,4		97,41		0,07		24,0		43,2		79,75		0,10

						 		4		Nickel Ore		27,4		18,9		-31,21		0,05		18,0		40,3		124,02		0,09

						 		5		Marble and Granite		0,9		21,7		2286,33		0,06		19,7		28,8		46,58		0,07

						 		6		Natural Sand		19,9		22,9		15,07		0,06		20,4		28,2		38,16		0,06

						 		7		Bauxite		9,0		9,8		9,77		0,03		9,0		11,8		30,79		0,03

						 		8		Iron Ore		0,0		0,0		898,27		0,00		0,0		0,1		1380,90		0,00

						 		9		Tin		0,0		0,5		-		0,00		0,0		 		-100,00		0,00

						III.		INDUSTRIAL SECTOR				34.592,1		33.316,8		-3,69		85,71		30.364,2		41.483,6		36,62		94,62

						 		1		Fibre,Yarn,Textile and Textile Products		7.310,5		7.139,7		-2,34		18,37		6.513,3		7.711,0		18,39		17,59

						 		2		Electronics		2.890,4		3.373,8		16,72		8,68		3.090,5		7.332,5		137,26		16,72

						 		3		Wood Products		4.718,2		4.705,8		-0,26		12,11		4.279,5		4.405,1		2,93		10,05

						 		4		Steel,Machineries and Automotive		2.512,8		2.387,6		-4,98		6,14		2.187,8		4.119,1		88,28		9,40

						 		5		Pulp,Peper and Products		2.115,4		2.440,6		15,37		6,28		2.203,3		2.990,9		35,75		6,82

						 		6		Basic Chemicals		1.490,3		1.506,7		1,10		3,88		1.355,5		2.281,7		68,33		5,20

						 		7		Leather,Leather Products and Footwear		1.537,2		1.905,9		23,99		4,90		1.732,4		1.949,7		12,54		4,45

						 		8		Palm Oil and Products		1.710,3		2.128,8		24,48		5,48		1.955,7		1.908,9		-2,39		4,35

						 		9		Rubber and Rubber Products		1.548,0		1.236,3		-20,14		3,18		1.122,2		1.251,2		11,50		2,85

						 		10		Copper,Tin Etc.Products		480,1		774,4		61,30		1,99		662,2		931,8		40,72		2,13

						 		11		Foods and Beverages		657,0		843,9		28,44		2,17		766,3		907,2		18,38		2,07

						 		12		Electrical Equipment		600,3		708,3		17,98		1,82		648,1		899,7		38,82		2,05

						 		13		Ceramic,Marble,Glass and Products		218,6		487,1		122,79		1,25		437,6		581,3		32,85		1,33

						 		14		Plastic Products		188,3		405,0		115,08		1,04		372,2		558,0		49,92		1,27

						 		15		Aluminium Products		353,4		279,8		-20,83		0,72		263,9		464,8		76,13		1,06

						 		16		Silver,Gold,Precious Metal and Jewellery		2.133,2		526,1		-75,34		1,35		483,8		459,5		-5,03		1,05

						 		17		Soprt Goods,Musical Indtruments		233,9		244,3		4,45		0,63		219,7		458,6		108,72		1,05

						 		18		Fertilizer		237,5		233,7		-1,57		0,60		218,0		331,7		52,19		0,76

						 		19		Rattan Products		251,2		350,3		39,44		0,90		321,7		326,3		1,46		0,74

						 		20		Other Chemical Products		86,6		115,4		33,24		0,30		104,1		262,8		152,47		0,60

						 		21		Camera and Optical Products		187,9		205,5		9,36		0,53		191,9		234,1		21,96		0,53

						 		22		Cement and Products		105,0		181,8		73,09		0,47		168,7		180,5		6,99		0,41

						 		23		Cigarettes		121,5		132,9		9,39		0,34		123,8		160,1		29,36		0,37

						 		24		Animal Feeds		115,9		92,3		-20,30		0,24		84,0		136,5		62,58		0,31

						 		25		Handicraft		58,1		106,5		83,41		0,27		96,3		135,3		40,41		0,31

						 		26		Other Products		2.403,1		476,9		-80,15		1,23		466,0		126,1		-72,95		0,29

						 		27		Molases and Products		130,7		115,5		-11,63		0,30		106,4		122,4		15,06		0,28

						 		28		Medicaments		58,3		83,7		43,66		0,22		74,3		102,1		37,32		0,23

						 		29		Essential Oils		75,1		56,0		-25,37		0,14		50,9		67,5		32,71		0,15

						 		30		Cosmetics		45,2		50,9		12,63		0,13		45,1		63,4		40,47		0,14

						 		31		Wood Tar,Gum,Gambier etc. and Products		13,7		16,3		19,59		0,04		14,6		18,9		29,11		0,04

						IV.		OTHER SECTORS				4,5		4,9		9,04		0,01		4,4		4,9		11,22		0,01

						 		TOTAL NON OIL AND GAS				40.975,5		38.873,2		-5,13		100,00		35.534,0		43.843,8		23,39		100,00

						Source : Central Board of Statistcs, processed by Ministry of Industry and Trade

				Oil		Agricultural		Industrial		Mining		Others		Sub total

		1

		1988

		1989		6,060.30

		1990		7403.8

		1991		67143

		1992		6618.9

		1993		6049.9

		1994		9,693.61		2,818.33		25,702.67		1,837.11		1.71		30,359.82		40,053.43

		1995		10,464.41		2,887.32		29,329.38		2,735.30		1.55		34,953.56		45,814.75

		1996		11,721.81		2929.42		32,116.99		3,054.21		1.3		38,092.93		49,814.75

		1997		11,622.55		3,274.86		34,842.98		3,170.54		5.3		41,821.05		53,443.60

		1998		7,872.16		3,658.88		34,587.68		2,724.44		4.45		40,975.47		48,847.63

		1999		9,972		3,658.9		34.592,1		3		4.5

		2000		7963.1008226516		2921.8		33.316,8		3		5.9
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		Table for cocoa quarterly for run

																								log		diff		log diff						log		diff		log diff

		no		year		volme		value		real		Price		real		price		price of		woald cocoa		worold cocoa		Price		Price		Price				volme		volme		volme		volme

						cocoa		cocoa ext		foreign income		Indonesia Cocoa		eff exch rate		of sugar		brazil cocoa		price		production		Indonesia Cocoa		Indonesia Cocoa		Indonesia Cocoa				cocoa		cocoa		cocoa		cocoa

						kg		us$				cent/kg				cents/kg		cent/kg		cent/kg		kg		cent/kg		cent/kg		cent/kg				kg		kg		kg		kg

		tm		yr		bc		vc		fec		pc		erc		ps		pbz		wcp		wpr		pc		pc		pc				bc		bc		bc		bc

		1		Jan-71		134177		70081		6.893826941		52		152.5259839		10.3600074		64.37		57.113274		539569463.9		1.7160033436						134177		134.177		2.1276780775

		2		Apr-71		130812		72274		6.952165451		55		159.7680298		9.6940074		50.34		53.250474		612848110.9		1.7403626895		3.00E+00		0.0243593459		130812		130.812		2.1166475857		-3.365		-0.0110304918

		3		Jul-71		127027		73968		7.025564859		58		188.1992115		9.324		50.34		57.571926		279768191.9		1.7634279936		3.00E+00		0.0230653041		127027		127.027		2.1038960415		-3.785		-0.0127515442

		4		Oct-71		130602		73451		7.086044592		56		192.3376396		10.8040074		47.23		49.002726		206702233.3		1.748188027		-2.00E+00		-0.0152399666		130602		130.602		2.1159498276		3.575		0.0120537862

		5		Jan-72		135439		142306		7.194912409		105		191.3854102		19.0180074		46.27		55.736874		493799933		2.0211892991		4.90E+01		0.2730012721		135439		135.439		2.1317437385		4.837		0.0157939109

		6		Apr-72		134808		140983		7.251865823		105		194.4768692		15.6139926		51.18		60.998274		475590772.8		2.0211892991		0.00E+00		0		134808		134.808		2.1297156656		-0.631		-0.002028073

		7		Jul-72		133126		137486		7.347636573		103		198.5788229		14.1340074		59.34		68.916126		286990712.6		2.0128372247		-2.00E+00		-0.0083520744		133126		133.126		2.1242628831		-1.682		-0.0054527825

		8		Oct-72		153315		182350		7.492217898		119		174.7972964		17.6860074		68.15		73.186074		254373580.1		2.0755469614		1.60E+01		0.0627097367		153315		153.315		2.1855846473		20.189		0.0613217643

		9		Jan-73		163410		282765		7.688415168		173		187.8724843		20.202		74.19		77.4336		449799400.5		2.2380461031		5.40E+01		0.1624991417		163410		163.41		2.21327863		10.095		0.0276939826

		10		Apr-73		172454		327891		7.953175852		190		199.1062819		21.1639926		85.11		113.7972		426302892		2.278753601		1.70E+01		0.0407074978		172454		172.454		2.2366732721		9.044		0.0233946421

		11		Jul-73		189489		387871		8.234533629		205		188.9327637		20.646		101.43		144.129726		311263222.4		2.3117538611		1.50E+01		0.0330002601		189489		189.489		2.2775840039		17.035		0.0409107318

		12		Oct-73		204000		487314		8.520783463		239		169.6158786		23.383926		132.77		120.1242		214729486.4		2.3783979009		3.40E+01		0.0666440399		204000		204		2.3096301674		14.511		0.0320461636

		13		Jan-74		205000		258977		8.869246288		126		156.3461816		42.846		134.46		130.772874		580885921.1		2.1003705451		-1.13E+02		-0.2780273558		205000		205		2.3117538611		1		0.0021236936

		14		Apr-74		170000		218672		9.03921583		129		148.564106		51.282		154.43		174.4032		493437479.9		2.1105897103		3.00E+00		0.0102191652		170000		170		2.2304489214		-35		-0.0813049397

		15		Jul-74		760000		1037203		9.195054337		136		146.5780443		67.561926		167.4		161.031474		83730222.71		2.1335389084		7.00E+00		0.0229491981		760000		760		2.8808135923		590		0.6503646709

		16		Oct-74		85000		121336		9.404265366		143		150.5126385		104.191926		180.59		162.2376		398416374.8		2.1553360375		7.00E+00		0.0217971291		85000		85		1.9294189257		-675		-0.9513946666

		17		Jan-75		323000		530172		9.537152819		164		149.8723648		73.186074		160.47		146.357274		531413760		2.214843848		2.10E+01		0.0595078106		323000		323		2.5092025223		238		0.5797835966

		18		Apr-75		437000		745668		9.6305151		171		144.0924171		41.143926		126.84		110.3784		430135801.2		2.2329961104		7.00E+00		0.0181522623		437000		437		2.640481437		114		0.1312789146

		19		Jul-75		214000		376221		9.749190118		176		128.8526428		38.035926		118.48		117.408474		172843145.4		2.2455126678		5.00E+00		0.0125165574		214000		214		2.3304137733		-223		-0.3100676636

		20		Oct-75		328000		614502		9.834315399		187		123.578883		30.192		123.71		127.6944		427266293.4		2.2718416065		1.10E+01		0.0263289387		328000		328		2.5158738437		114		0.1854600704

		21		Jan-76		255000		660527		9.940910016		259		118.5427134		31.309326		143.05		142.783074		468535784.6		2.4132997641		7.20E+01		0.1414581575		255000		255		2.4065401804		-73		-0.1093336633

		22		Apr-76		377000		1006099		10.00888765		267		114.8969801		30.7692		155.52		178.961526		480760929		2.4265112614		8.00E+00		0.0132114973		377000		377		2.5763413502		122		0.1698011698

		23		Jul-76		394720		1102903		10.05001319		279		113.9272405		23.206326		164.85		217.153074		236258031.3		2.4456042033		1.20E+01		0.0190929419		394720		394.72		2.5962891321		17.72		0.0199477819

		24		Oct-76		983000		2808290		10.15888442		286		114.759362		17.3604		225.87		285.1146		180981255.1		2.4563660331		7.00E+00		0.0107618299		983000		983		2.9925535178		588.28		0.3962643857

		25		Jan-77		541000		1725736		10.32350562		319		113.741813		19.1734074		320.5		379.36026		462809327.7		2.5037906831		3.30E+01		0.0474246499		541000		541		2.7331972651		-442		-0.2593562527

		26		Apr-77		554124		1821558		10.43938965		329		113.5306589		19.8763926		397.24		390.1872		479475591.7		2.5171958979		1.00E+01		0.0134052149		554124		554.124		2.7436069606		13.124		0.0104096955

		27		Jul-77		571039		1927976		10.5672541		338		112.3201279		16.5094074		422.06		409.42794		328410867.5		2.5289167003		9.00E+00		0.0117208023		571039		571.039		2.7566657701		16.915		0.0130588095

		28		Oct-77		586496		2012657		10.65157899		343		117.5560975		16.4650074		424.99		348.0516		181833213.1		2.53529412		5.00E+00		0.0063774198		586496		586.496		2.7682650545		15.457		0.0115992844

		29		Jan-78		596121		1625323		10.77946895		273		120.7209567		18.4926		312.82		308.4468		352703123.2		2.436162647		-7.00E+01		-0.099131473		596121		596.121		2.7753344213		9.625		0.0070693668

		30		Apr-78		604578		1671770		10.88487471		277		118.7948799		16.3909926		307.19		321.6114		418052673.8		2.4424797691		4.00E+00		0.006317122		604578		604.578		2.7814523396		8.457		0.0061179183

		31		Jul-78		610703		1705813		11.01221898		279		125.2886415		16.0432074		333.64		344.7438		368908757.3		2.4456042033		2.00E+00		0.0031244342		610703		610.703		2.7858300534		6.125		0.0043777138

		32		Oct-78		624410		1783246		11.085694		286		194.3344785		18.4777926		371.37		396.52086		355733445.6		2.4563660331		7.00E+00		0.0107618299		624410		624.41		2.7954698497		13.707		0.0096397963

		33		Jan-79		645700		1292950		11.19728756		200		186.8398439		17.9524074		357.67		354.27426		490751269.7		2.3010299957		-8.60E+01		-0.1553360375		645700		645.7		2.8100307864		21.29		0.0145609367

		34		Apr-79		689447		1474082		11.35234297		214		179.2963846		17.6194074		325.8		338.57886		404148104.6		2.3304137733		1.40E+01		0.0293837777		689447		689.447		2.8385008862		43.747		0.0284700998

		35		Jul-79		737860		1688370		11.59572667		229		177.7668714		20.1798		307.11		322.566		461883548.5		2.3598354823		1.50E+01		0.029421709		737860		737.86		2.8679739675		48.413		0.0294730813

		36		Oct-79		758858		1785834		11.80309955		235		177.0728656		29.984874		293.71		310.89546		303111078.8		2.3710678623		6.00E+00		0.0112323799		758858		758.858		2.8801605169		20.998		0.0121865494

		37		Jan-80		781606		1258386		12.07014133		161		162.9952463		44.163126		295.71		318.70986		345339689.1		2.206825876		-7.40E+01		-0.1642419862		781606		781.606		2.8929878846		22.748		0.0128273677

		38		Apr-80		1500000		2529442		12.30583997		169		171.3811141		61.412526		281.3		268.32474		618733609.5		2.2278867046		8.00E+00		0.0210608286		1500000		1500		3.1760912591		718.394		0.2831033745

		39		Jul-80		8000000		14071881		12.46789337		176		164.3815443		69.715326		239.67		240.43266		359728843.5		2.2455126678		7.00E+00		0.0176259632		8000000		8000		3.903089987		6500		0.7269987279

		40		Oct-80		1300000		2376492		12.61981915		183		153.7335107		79.291074		205.86		221.163726		342461857.9		2.2624510897		7.00E+00		0.0169384219		1300000		1300		3.1139433523		-6700		-0.7891466347

		41		Jan-81		1400000		1794940		12.86869042		128		145.8838714		54.5232		203.64		209.775126		528476088.5		2.1072099696		-5.50E+01		-0.1552411201		1400000		1400		3.1461280357		100		0.0321846834

		42		Apr-81		1540000		2010986		13.17138419		131		135.6687974		36.4746		186.01		191.423274		497311249.5		2.1172712957		3.00E+00		0.010061326		1540000		1540		3.1875207208		140		0.0413926852

		43		Jul-81		1690000		2246973		13.47341345		133		138.8983677		31.635		189.19		222.6216		374309599.6		2.123851641		2.00E+00		0.0065803453		1690000		1690		3.2278867046		150		0.0403659838

		44		Oct-81		1750000		2354677		13.65391992		135		145.4919028		27.3726		200.3		212.594526		331375062.4		2.1303337685		2.00E+00		0.0064821275		1750000		1750		3.2430380487		60		0.0151513441

		45		Jan-82		3200000		4910400		13.81205726		153		133.6137462		27.557526		201.6		208.8798		507945083.6		2.1846914308		1.80E+01		0.0543576623		3200000		3200		3.5051499783		1450		0.2621119296

		46		Apr-82		3000000		4624757		13.89128662		154		132.9322471		18.1522074		164.52		168.904926		532835930		2.1875207208		1.00E+00		0.00282929		3000000		3000		3.4771212547		-200		-0.0280287236

		47		Jul-82		3300000		5157381		14.03791183		156		132.7084362		15.0516		143.03		161.919474		477323545.6		2.1931245984		2.00E+00		0.0056038775		3300000		3300		3.5185139399		300		0.0413926852

		48		Oct-82		4970000		7936806		14.1374994		160		140.8953677		13.8823926		137.18		161.8824		90233440.84		2.2041199827		4.00E+00		0.0109953843		4970000		4970		3.6963563887		1670		0.1778424489

		49		Jan-83		3447000		7180446		14.18820245		208		134.1847923		13.8084		157.14		187.493874		311757741		2.318063335		4.80E+01		0.1139433523		3447000		3447		3.5374412834		-1523		-0.1589151053

		50		Apr-83		6872000		14772329		14.25310908		215		176.4769107		19.7506074		141.57		209.449674		680414641.6		2.3324384599		7.00E+00		0.014375125		6872000		6872		3.8370831508		3425		0.2996418674

		51		Jul-83		4710000		10368278		14.37165724		220		171.8542028		22.584726		186.9		226.35786		151186200.2		2.3424226808		5.00E+00		0.0099842209		4710000		4710		3.6730209071		-2162		-0.1640622437

		52		Oct-83		7108000		15791702		14.48350017		222		171.1084553		19.0254		205.26		230.08746		458764417.2		2.3463529745		2.00E+00		0.0039302936		7108000		7108		3.8517474191		2398		0.178726512

		53		Jan-84		5000000		9750000		14.65653336		195		170.8699689		14.8222074		223		256.965		246618750.9		2.2900346114		-2.70E+01		-0.0563183631		5000000		5000		3.6989700043		-2108		-0.1527774148

		54		Apr-84		6200000		12167713		14.71510523		196		162.1599763		12.6762		251.75		258.42354		622907219		2.2922560714		1.00E+00		0.00222146		6200000		6200		3.7923916895		1200		0.0934216852

		55		Jul-84		4200000		8267087		14.76703889		197		161.4977772		9.3906		237		226.27794		755936724		2.2944662262		1.00E+00		0.0022101548		4200000		4200		3.6232492904		-2000		-0.1691423991

		56		Oct-84		6900000		13705196		14.83037907		199		160.1243632		9.3091926		234.8		223.3098		183108306.1		2.2988530764		2.00E+00		0.0043868502		6900000		6900		3.8388490907		2700		0.2155998003

		57		Jan-85		5500000		9575500		14.93498474		174		165.0528922		8.2362		212.84		225.74514		611405459.9		2.2405492483		-2.50E+01		-0.0583038281		5500000		5500		3.7403626895		-1400		-0.0984864012

		58		Apr-85		5440000		9757071		15.02700031		179		164.1665279		6.6748074		214.71		216.886674		869411303.8		2.252853031		5.00E+00		0.0123037827		5440000		5440		3.7355988997		-60		-0.0047637898

		59		Jul-85		5810000		10473129		15.05183577		180		179.0589531		9.3906		208.88		229.1706		462363521.3		2.2552725051		1.00E+00		0.0024194741		5810000		5810		3.7641761324		370		0.0285772327

		60		Oct-85		6300000		11386069		15.0818197		181		188.8949803		11.6994		209.85		236.31234		70722714.99		2.2576785749		1.00E+00		0.0024060698		6300000		6300		3.7993405495		490		0.0351644171

		61		Jan-86		6900000		11194560		15.05175023		162		190.5258816		12.9055926		214.09		223.19214		592269004		2.2095150145		-1.90E+01		-0.0481635603		6900000		6900		3.8388490907		600		0.0395085413

		62		Apr-86		6967604		11414996		14.99883791		164		195.3241386		16.5316074		205.56		194.7162		526362485.6		2.214843848		2.00E+00		0.0053288335		6967604		6967.604		3.8430834598		67.604		0.0042343691

		63		Jul-86		7067540		11744794		14.96095932		166		291.9173428		11.6920074		204.52		211.336674		753713768.1		2.220108088		2.00E+00		0.00526424		7067540		7067.54		3.8492682751		99.936		0.0061848153

		64		Oct-86		7383514		12818438		14.98815671		174		287.432388		12.6096		194.23		203.847726		246007742.3		2.2405492483		8.00E+00		0.0204411602		7383514		7383.514		3.8682631027		315.974		0.0189948276

		65		Jan-87		7505495		9818689		14.99810512		131		299.8979853		15.8581926		184.96		199.785126		589266823.5		2.1172712957		-4.30E+01		-0.1232779526		7505495		7505.495		3.87537934		121.981		0.0071162373

		66		Apr-87		7634824		10159981		15.06832764		133		295.4061526		14.6742		182.12		205.986474		591315941.3		2.123851641		2.00E+00		0.0065803453		7634824		7634.824		3.88279903		129.329		0.0074196901

		67		Jul-87		7772971		10530983		15.13556398		135		292.491149		12.9796074		191.61		205.9938		632657481.8		2.1303337685		2.00E+00		0.0064821275		7772971		7772.971		3.8905870474		138.147		0.0077880174

		68		Oct-87		8033099		11247630		15.17960891		140		318.4908339		16.4872074		186.2		192.903126		242585753.4		2.1461280357		5.00E+00		0.0157942672		8033099		8033.099		3.9048831192		260.128		0.0142960718

		69		Jan-88		8156550		8419272		15.21367937		103		307.0300107		19.6987926		182.16		183.164874		657349767.4		2.0128372247		-3.70E+01		-0.133290811		8156550		8156.55		3.9115065028		123.451		0.0066233835

		70		Apr-88		8294696		8706880		15.29905674		105		289.2757237		20.7274074		163.42		166.8552		606283741.8		2.0211892991		2.00E+00		0.0083520744		8294696		8294.696		3.9188004738		138.146		0.007293971

		71		Jul-88		8454888		9046432		15.38770139		107		283.3979152		26.166474		164.98		144.2334		487136023		2.0293837777		2.00E+00		0.0081944786		8454888		8454.888		3.927107859		160.192		0.0083073852

		72		Oct-88		8528371		9204362		15.45289308		108		301.1168659		23.9316		145.95		143.663526		812532470.3		2.0334237555		1.00E+00		0.0040399778		8528371		8528.371		3.9308660847		73.483		0.0037582257

		73		Jan-89		14058843		15752445		15.54522344		112		289.798792		23.561526		151.7		145.402674		592417035.8		2.0492180227		4.00E+00		0.0157942672		14058843		14058.843		4.147949581		5530.472		0.2170834963

		74		Apr-89		17227090		18398035		15.72094957		107		281.3525008		27.195		130.68		125.770326		757444958.7		2.0293837777		-5.00E+00		-0.019834245		17227090		17227.09		4.2362119226		3168.247		0.0882623416

		75		Jul-89		20728620		21177126		15.80261569		102		290.9769463		31.220526		127.67		126.991326		844014318.1		2.0086001718		-5.00E+00		-0.0207836059		20728620		20728.62		4.3165703901		3501.53		0.0803584674

		76		Oct-89		15668434		14535766		15.91724131		93		309.8759968		31.738674		106.47		102.171726		447018684.7		1.9684829486		-9.00E+00		-0.0401172232		15668434		15668.434		4.1950255926		-5060.186		-0.1215447975

		77		Jan-90		22467691		17531190		16.0673919		78		312.5865771		32.6784		93.41		105.664674		609763105.9		1.8920946027		-1.50E+01		-0.0763883459		22467691		22467.691		4.3515584424		6799.257		0.1565328498

		78		Apr-90		30576603		28307130		16.17977729		93		317.060282		31.694274		108.33		137.921274		716041563.1		1.9684829486		1.50E+01		0.0763883459		30576603		30576.603		4.4853892345		8108.912		0.1338307921

		79		Jul-90		19732568		20500504		16.30992903		104		329.09867		25.123074		116.84		134.295126		666161799.1		2.0170333393		1.10E+01		0.0485503907		19732568		19732.568		4.2951836081		-10844.035		-0.1902056264

		80		Oct-90		31707897		32871049		16.50420965		104		343.9565763		21.6006		114.54		132.859674		639029534.5		2.0170333393		0.00E+00		0		31707897		31707.897		4.5011674388		11975.329		0.2059838307

		81		Jan-91		16561356		17284166		16.50080018		104		317.3470813		19.5730074		109.82		123.1212		800656201		2.0170333393		0.00E+00		0		16561356		16561.356		4.2190958928		-15146.541		-0.282071546

		82		Apr-91		28585140		23849803		16.63310449		83		307.4513267		18.7219926		102.4		109.053726		627446947.5		1.9190780924		-2.10E+01		-0.0979552469		28585140		28585.14		4.4561403236		12023.784		0.2370444308

		83		Jul-91		40713489		34251781		16.82169748		84		321.0833454		21.6154074		95.41		114.344874		460590156.1		1.9242792861		1.00E+00		0.0052011937		40713489		40713.489		4.6097383215		12128.349		0.1535979979

		84		Oct-91		41254279		44075226		17.00657143		107		342.305088		19.8024		116.31		133.866		644021693		2.0293837777		2.30E+01		0.1051044916		41254279		41254.279		4.6154690014		540.79		0.0057306799

		85		Jan-92		20956899		21112257		17.13378209		101		326.7568351		18.1374		119.5		120.8568		630504551.2		2.0043213738		-6.00E+00		-0.0250624039		20956899		20956.899		4.3213270204		-20297.38		-0.294141981

		86		Apr-92		34547047		28992989		17.29663335		84		344.2701473		21.7708074		105.1		100.8102		814010585.2		1.9242792861		-1.70E+01		-0.0800420877		34547047		34547.047		4.5384109308		13590.148		0.2170839105

		87		Jul-92		46586684		36523276		17.39600464		78		361.8444652		21.8152074		98.84		114.33		795638741.4		1.8920946027		-6.00E+00		-0.0321846834		46586684		46586.684		4.6682617988		12039.637		0.129850868

		88		Oct-92		52658729		41366004		17.47958061		79		332.7287391		18.8107926		97.37		106.8264		429483122.2		1.8976270913		1.00E+00		0.0055324886		52658729		52658.729		4.7214703725		6072.045		0.0532085737

		89		Jan-93		24117569		19504077		17.69681564		81		322.7516451		20.2908		96.07		100.825074		575751899.7		1.9084850189		2.00E+00		0.0108579276		24117569		24117.569		4.3823335297		-28541.16		-0.3391368428

		90		Apr-93		53926132		40339740		17.83273507		75		316.5240901		24.701274		89.29		99.0342		647807757.9		1.8750612634		-6.00E+00		-0.0334237555		53926132		53926.132		4.7317992704		29808.563		0.3494657407

		91		Jul-93		64188359		50949056		17.94548491		79		326.0947615		21.1344		92.79		114.426126		772312869.8		1.8976270913		4.00E+00		0.0225658279		64188359		64188.359		4.8074562729		10262.227		0.0756570025

		92		Oct-93		57879570		54886055		18.02293612		95		310.5799309		22.851126		113.02		133.311		679439469.9		1.9777236053		1.60E+01		0.080096514		57879570		57879.57		4.762525296		-6308.789		-0.0449309769

		93		Jan-94		30605644		31954628		18.19019566		104		317.4625022		24.309		115.19		127.465074		784507692.3		2.0170333393		9.00E+00		0.039309734		30605644		30605.644		4.4858015223		-27273.926		-0.2767237737

		94		Apr-94		60951815		63348239		18.33062754		104		328.6616865		25.633674		118.02		137.011074		568331483.5		2.0170333393		0.00E+00		0		60951815		60951.815		4.7849866424		30346.171		0.2991851201

		95		Jul-94		61780112		65637186		18.46260804		106		334.4978169		26.973		130.37		154.179		774511211.3		2.0253058653		2.00E+00		0.008272526		61780112		61780.112		4.7908486913		828.297		0.0058620489

		96		Oct-94		47080504		52536628		18.52615018		112		332.5212605		30.606474		127.62		143.523		546204615.6		2.0492180227		6.00E+00		0.0239121574		47080504		47080.504		4.6728411033		-14699.608		-0.1180075879

		97		Jan-95		30732435		37015208		18.61898125		120		355.1608118		32.412		130.91		149.812926		782201044.7		2.079181246		8.00E+00		0.0299632234		30732435		30732.435		4.4875969717		-16348.069		-0.1852441316

		98		Apr-95		34188813		39617599		18.72599361		116		353.2719056		30.451074		144.33		145.994526		961404117.5		2.0644579892		-4.00E+00		-0.0147232568		34188813		34188.813		4.5338840228		3456.378		0.0462870511

		99		Jul-95		73553200		82195427		18.77358441		112		344.304693		28.312326		138.23		139.845126		838834847.6		2.0492180227		-4.00E+00		-0.0152399666		73553200		73553.2		4.8666015719		39364.387		0.3327175491

		100		Oct-95		58108183		65671596		18.80523377		113		342.247973		26.736126		133.79		141.362274		413267990.2		2.0530784435		1.00E+00		0.0038604208		58108183		58108.183		4.7642372956		-15445.017		-0.1023642763

		101		Jan-96		44930307		50172250		18.93225624		112		328.4240401		28.305		132.31		136.2192		860023142.8		2.0492180227		-1.00E+00		-0.0038604208		44930307		44930.307		4.6525393861		-13177.876		-0.1116979095

		102		Apr-96		64207397		75221292		19.04701605		117		323.7715899		26.292126		144.24		151.6926		772458867.8		2.0681858617		5.00E+00		0.0189678391		64207397		64207.397		4.8075850638		19277.09		0.1550456777

		103		Jul-96		56740025		66884690		19.10119571		118		322.5025037		27.454074		145.81		149.975874		1158800650		2.0718820073		1.00E+00		0.0036961456		56740025		56740.025		4.7538895228		-7467.372		-0.0536955409

		104		Oct-96		59458715		70604217		19.17333983		119		324.7036079		24.1092		141.51		148.2738		488755343.1		2.0755469614		1.00E+00		0.0036649541		59458715		59458.715		4.7742155192		2718.69		0.0203259963

		105		Jan-97		37838312		45537543		19.30892745		120		306.0598489		24.1536		134.05		145.136274		940941404.2		2.079181246		1.00E+00		0.0036342847		37838312		37838.312		4.5779317539		-21620.403		-0.1962837652

		106		Apr-97		47208964		59680175		19.38833223		126		305.0809037		25.056474		162		162.208074		690990998.8		2.1003705451		6.00E+00		0.0211892991		47208964		47208.964		4.6740244699		9370.652		0.096092716

		107		Jul-97		71083673		94927043		19.53366015		134		388.3171322		25.603926		166.87		170.932674		880435566.3		2.1271047984		8.00E+00		0.0267342532		71083673		71083.673		4.8517698604		23874.709		0.1777453904

		108		Oct-97		63722047		94846252		19.58915649		149		519.6946319		26.432874		168.95		173.752074		481956027.7		2.1731862684		1.50E+01		0.04608147		63722047		63722.047		4.8042897186		-7361.626		-0.0474801418

		109		Jan-98		32116800		45405557		19.58134488		141		775.738943		23.739126		169.75		169.0086		918902518.6		2.1492191127		-8.00E+00		-0.0239671558		32116800		32116.8		4.5067322673		-31605.247		-0.2975574513

		110		Apr-98		70273302		102013136		19.6399935		145		1169.282537		19.9873926		179.82		175.38		1007108762		2.1613680022		4.00E+00		0.0121488896		70273302		70273.302		4.8467903606		38156.502		0.3400580934

		111		Jul-98		90600170		127127635		19.66262181		140		733.435722		18.0042		171.19		170.5404		583121438.1		2.1461280357		-5.00E+00		-0.0152399666		90600170		90600.17		4.9571290126		20326.868		0.1103386519

		112		Oct-98		85543165		108053451		19.66093575		126		531.821775		17.4640074		161.96		160.158126		573893278.4		2.1003705451		-1.40E+01		-0.0457574906		85543165		85543.165		4.9321853146		-5057.005		-0.024943698

		no		year		berat		Volume		real		Price		real		price		price of		woald cocoa		worold cocoa		price of		brazil		indonesia		phipipines		ghana

						cocoa		cocoa		foreign income		Indonesia Cocoa		eff exch rate		of sugar		brazil cocoa		price		production		ghana		cpi		cpi		cpi		cpi

						kg		us$				cent/kg				cents/kg		cent/kg		cent/kg		kg		cocoa kg

		tm		yr		bc		vc		fec		pc		erc		ps		pbz		wcp		wpr		prg		bcp		icp		pcp		gcp

		1		Jan-71

		2		Apr-71		-3365		2193		0.05833851		3		7.2420459		-0.666		-14.03		-3.8628		73278647		0.0243593459		3		0.0243593459		-3365		-1.682

		3		Jul-71		-3785		1694		0.073399408		3		28.4311817		-0.3700074		0		4.321452		-333079919		0.0230653041		0		-0.0012940418		-3785		20.189

		4		Oct-71		3575		-517		0.060479733		-2		4.1384281		1.4800074		-3.11		-8.5692		-73065958.6		-0.0152399666		-5		-0.0383052706		3575		10.095

		5		Jan-72		4837		68855		0.108867817		49		-0.9522294		8.214		-0.96		6.734148		287097699.7		0.2730012721		51		0.2882412386		4837		9.044

		6		Apr-72		-631		-1323		0.056953414		0		3.091459		-3.4040148		4.91		5.2614		-18209160.2		0		-49		-0.2730012721		-631		17.035

		7		Jul-72		-1682		-3497		0.09577075		-2		4.1019537		-1.4799852		8.16		7.917852		-188600060.2		-0.0083520744		-2		-0.0083520744		-1682		14.511

		8		Oct-72		20189		44864		0.144581325		16		-23.7815265		3.552		8.81		4.269948		-32617132.5		0.0627097367		18		0.0710618111		20189		1

		9		Jan-73		10095		100415		0.19619727		54		13.0751879		2.5159926		6.04		4.247526		195425820.4		0.1624991417		38		0.099789405		10095		-35

		10		Apr-73		9044		45126		0.264760684		17		11.2337976		0.9619926		10.92		36.3636		-23496508.5		0.0407074978		-37		-0.1217916439		9044		590

		11		Jul-73		17035		59980		0.281357777		15		-10.1735182		-0.5179926		16.32		30.332526		-115039669.6		0.0330002601		-2		-0.0077072377		17035		-675

		12		Oct-73		14511		99443		0.286249834		34		-19.3168851		2.737926		31.34		-24.005526		-96533736		0.0666440399		19		0.0336437798		14511		238

		13		Jan-74		1000		-228337		0.348462825		-113		-13.269697		19.462074		1.69		10.648674		366156434.7		-0.2780273558		-147		-0.3446713957		1000		114

		14		Apr-74		-35000		-40305		0.169969542		3		-7.7820756		8.436		19.97		43.630326		-87448441.2		0.0102191652		116		0.288246521		-35000		-223

		15		Jul-74		590000		818531		0.155838507		7		-1.9860617		16.279926		12.97		-13.371726		-409707257.19		0.0229491981		4		0.0127300329		590000		114

		16		Oct-74		-675000		-915867		0.209211029		7		3.9345942		36.63		13.19		1.206126		314686152.09		0.0217971291		0		-0.001152069		-675000		-73

		17		Jan-75		238000		408836		0.132887453		21		-0.6402737		-31.005852		-20.12		-15.880326		132997385.2		0.0595078106		14		0.0377106815		238000		122

		18		Apr-75		114000		215496		0.093362281		7		-5.7799477		-32.042148		-33.63		-35.978874		-101277958.8		0.0181522623		-14		-0.0413555482		114000		17.72

		19		Jul-75		-223000		-369447		0.118675018		5		-15.2397743		-3.108		-8.36		7.030074		-257292655.8		0.0125165574		-2		-0.0056357049		-223000		588.28

		20		Oct-75		114000		238281		0.085125281		11		-5.2737598		-7.843926		5.23		10.285926		254423148		0.0263289387		6		0.0138123813		114000		-442

		21		Jan-76		-73000		46025		0.106594617		72		-5.0361696		1.117326		19.34		15.088674		41269491.2		0.1414581575		61		0.1151292188		-73000		13.124

		22		Apr-76		122000		345572		0.067977634		8		-3.6457333		-0.540126		12.47		36.178452		12225144.4		0.0132114973		-64		-0.1282466603		122000		16.915

		23		Jul-76		17720		96804		0.04112554		12		-0.9697396		-7.562874		9.33		38.191548		-244502897.7		0.0190929419		4		0.0058814446		17720		15.457

		24		Oct-76		588280		1705387		0.10887123		7		0.8321215		-5.845926		61.02		67.961526		-55276776.2		0.0107618299		-5		-0.0083311121		588280		9.625

		25		Jan-77		-442000		-1082554		0.1646212		33		-1.017549		1.8130074		94.63		94.24566		281828072.6		0.0474246499		26		0.0366628201		-442000		8.457

		26		Apr-77		13124		95822		0.11588403		10		-0.2111541		0.7029852		76.74		10.82694		16666264		0.0134052149		-23		-0.034019435		13124		6.125

		27		Jul-77		16915		106418		0.12786445		9		-1.210531		-3.3669852		24.82		19.24074		-151064724.2		0.0117208023		-1		-0.0016844126		16915		13.707

		28		Oct-77		15457		84681		0.08432489		5		5.2359696		-0.0444		2.93		-61.37634		-146577654.4		0.0063774198		-4		-0.0053433826		15457		21.29

		29		Jan-78		9625		-387334		0.12788996		-70		3.1648592		2.0275926		-112.17		-39.6048		170869910.1		-0.099131473		-75		-0.1055088928		9625		43.747

		30		Apr-78		8457		46447		0.10540576		4		-1.9260768		-2.1016074		-5.63		13.1646		65349550.6		0.006317122		74		0.105448595		8457		48.413

		31		Jul-78		6125		34043		0.12734427		2		6.4937616		-0.3477852		26.45		23.1324		-49143916.5		0.0031244342		-2		-0.0031926878		6125		20.998

		32		Oct-78		13707		77433		0.07347502		7		69.045837		2.4345852		37.73		51.77706		-13175311.7		0.0107618299		5		0.0076373956		13707		22.748

		33		Jan-79		21290		-490296		0.11159356		-86		-7.4946346		-0.5253852		-13.7		-42.2466		135017824.1		-0.1553360375		-93		-0.1660978673		21290		718.394

		34		Apr-79		43747		181132		0.15505541		14		-7.5434593		-0.333		-31.87		-15.6954		-86603165.1		0.0293837777		100		0.1847198152		43747		6500

		35		Jul-79		48413		214288		0.2433837		15		-1.5295132		2.5603926		-18.69		-16.01286		57735443.9		0.029421709		1		0.0000379313		48413		-6700

		36		Oct-79		20998		97464		0.20737288		6		-0.6940058		9.805074		-13.4		-11.67054		-158772469.7		0.0112323799		-9		-0.0181893291		20998		100

		37		Jan-80		22748		-527448		0.26704178		-74		-14.0776193		14.178252		2		7.8144		42228610.3		-0.1642419862		-80		-0.1754743662		22748		140

		38		Apr-80		718394		1271056		0.23569864		8		8.3858678		17.2494		-14.41		-50.38512		273393920.4		0.0210608286		82		0.1853028148		718394		150

		39		Jul-80		6500000		11542439		0.1620534		7		-6.9995698		8.3028		-41.63		-27.89208		-259004766		0.0176259632		-1		-0.0034348654		6500000		60

		40		Oct-80		-6700000		-11695389		0.15192578		7		-10.6480336		9.575748		-33.81		-19.268934		-17266985.6		0.0169384219		0		-0.0006875413		-6700000		1450

		41		Jan-81		100000		-581552		0.24887127		-55		-7.8496393		-24.767874		-2.22		-11.3886		186014230.6		-0.1552411201		-62		-0.172179542		100000		-200

		42		Apr-81		140000		216046		0.30269377		3		-10.215074		-18.0486		-17.63		-18.351852		-31164839		0.010061326		58		0.1653024461		140000		300

		43		Jul-81		150000		235987		0.30202926		2		3.2295703		-4.8396		3.18		31.198326		-123001649.9		0.0065803453		-1		-0.0034809807		150000		1670

		44		Oct-81		60000		107704		0.18050647		2		6.5935351		-4.2624		11.11		-10.027074		-42934537.2		0.0064821275		0		-0.0000982178		60000		-1523

		45		Jan-82		1450000		2555723		0.15813734		18		-11.8781566		0.184926		1.3		-3.714726		176570021.2		0.0543576623		16		0.0478755348		1450000		3425

		46		Apr-82		-200000		-285643		0.07922936		1		-0.6814991		-9.4053186		-37.08		-39.974874		24890846.4		0.00282929		-17		-0.0515283723		-200000		-2162

		47		Jul-82		300000		532624		0.14662521		2		-0.2238109		-3.1006074		-21.49		-6.985452		-55512384.4		0.0056038775		1		0.0027745875		300000		2398

		48		Oct-82		1670000		2779425		0.09958757		4		8.1869315		-1.1692074		-5.85		-0.037074		-387090104.76		0.0109953843		2		0.0053915068		1670000		-2108

		49		Jan-83		-1523000		-756360		0.05070305		48		-6.7105754		-0.0739926		19.96		25.611474		221524300.16		0.1139433523		44		0.102947968		-1523000		1200

		50		Apr-83		3425000		7591883		0.06490663		7		42.2921184		5.9422074		-15.57		21.9558		368656900.6		0.014375125		-41		-0.0995682274		3425000		-2000

		51		Jul-83		-2162000		-4404051		0.11854816		5		-4.6227079		2.8341186		45.33		16.908186		-529228441.4		0.0099842209		-2		-0.004390904		-2162000		2700

		52		Oct-83		2398000		5423424		0.11184293		2		-0.7457475		-3.559326		18.36		3.7296		307578217		0.0039302936		-3		-0.0060539273		2398000		-1400

		53		Jan-84		-2108000		-6041702		0.17303319		-27		-0.2384864		-4.2031926		17.74		26.87754		-212145666.3		-0.0563183631		-29		-0.0602486567		-2108000		-60

		54		Apr-84		1200000		2417713		0.05857187		1		-8.7099926		-2.1460074		28.75		1.45854		376288468.1		0.00222146		28		0.0585398231		1200000		370

		55		Jul-84		-2000000		-3900626		0.05193366		1		-0.6621991		-3.2856		-14.75		-32.1456		133029505		0.0022101548		0		-0.0000113052		-2000000		490

		56		Oct-84		2700000		5438109		0.06334018		2		-1.373414		-0.0814074		-2.2		-2.96814		-572828417.9		0.0043868502		1		0.0021766954		2700000		600

		57		Jan-85		-1400000		-4129696		0.10460567		-25		4.928529		-1.0729926		-21.96		2.43534		428297153.8		-0.0583038281		-27		-0.0626906784		-1400000		67.604

		58		Apr-85		-60000		181571		0.09201557		5		-0.8863643		-1.5613926		1.87		-8.858466		258005843.9		0.0123037827		30		0.0706076108		-60000		99.936

		59		Jul-85		370000		716058		0.02483546		1		14.8924252		2.7157926		-5.83		12.283926		-407047782.5		0.0024194741		-4		-0.0098843086		370000		315.974

		60		Oct-85		490000		912940		0.02998393		1		9.8360272		2.3088		0.97		7.14174		-391640806.31		0.0024060698		0		-0.0000134044		490000		121.981

		61		Jan-86		600000		-191509		-0.03006947		-19		1.6309013		1.2061926		4.24		-13.1202		521546289.01		-0.0481635603		-20		-0.0505696301		600000		129.329

		62		Apr-86		67604		220436		-0.05291232		2		4.798257		3.6260148		-8.53		-28.47594		-65906518.4		0.0053288335		21		0.0534923938		67604		138.147

		63		Jul-86		99936		329798		-0.03787859		2		96.5932042		-4.8396		-1.04		16.620474		227351282.5		0.00526424		0		-0.0000645935		99936		260.128

		64		Oct-86		315974		1073644		0.02719739		8		-4.4849548		0.9175926		-10.29		-7.488948		-507706025.8		0.0204411602		6		0.0151769203		315974		123.451

		65		Jan-87		121981		-2999749		0.00994841		-43		12.4655973		3.2485926		-9.27		-4.0626		343259081.2		-0.1232779526		-51		-0.1437191129		121981		138.146

		66		Apr-87		129329		341292		0.07022252		2		-4.4918327		-1.1839926		-2.84		6.201348		2049117.79999995		0.0065803453		45		0.1298582979		129329		160.192

		67		Jul-87		138147		371002		0.06723634		2		-2.9150036		-1.6945926		9.49		0.007326		41341540.5		0.0064821275		0		-0.0000982178		138147		73.483

		68		Oct-87		260128		716647		0.04404493		5		25.9996849		3.5076		-5.41		-13.090674		-390071728.4		0.0157942672		3		0.0093121397		260128		5530.472

		69		Jan-88		123451		-2828358		0.03407046		-37		-11.4608232		3.2115852		-4.04		-9.738252		414764014		-0.133290811		-42		-0.1490850782		123451		3168.247

		70		Apr-88		138146		287608		0.08537737		2		-17.754287		1.0286148		-18.74		-16.309674		-51066025.6		0.0083520744		39		0.1416428853		138146		3501.53

		71		Jul-88		160192		339552		0.08864465		2		-5.8778085		5.4390666		1.56		-22.6218		-119147718.8		0.0081944786		0		-0.0001575957		160192		-5060.186

		72		Oct-88		73483		157930		0.06519169		1		17.7189507		-2.234874		-19.03		-0.569874		325396447.3		0.0040399778		-1		-0.0041545008		73483		6799.257

		73		Jan-89		5530472		6548083		0.09233036		4		-11.3180739		-0.370074		5.75		1.739148		-220115434.5		0.0157942672		3		0.0117542894		5530472		8108.912

		74		Apr-89		3168247		2645590		0.17572613		-5		-8.4462912		3.633474		-21.02		-19.632348		165027922.9		-0.019834245		-9		-0.0356285122		3168247		-10844.035

		75		Jul-89		3501530		2779091		0.08166612		-5		9.6244455		4.025526		-3.01		1.221		86569359.4		-0.0207836059		0		-0.0009493609		3501530		11975.329

		76		Oct-89		-5060186		-6641360		0.11462562		-9		18.8990505		0.518148		-21.2		-24.8196		-396995633.4		-0.0401172232		-4		-0.0193336173		-5060186		-15146.541

		77		Jan-90		6799257		2995424		0.15015059		-15		2.7105803		0.939726		-13.06		3.492948		162744421.2		-0.0763883459		-6		-0.0362711227		6799257		12023.784

		78		Apr-90		8108912		10775940		0.11238539		15		4.4737049		-0.984126		14.92		32.2566		106278457.2		0.0763883459		30		0.1527766917		8108912		12128.349

		79		Jul-90		-10844035		-7806626		0.13015174		11		12.038388		-6.5712		8.51		-3.626148		-49879764		0.0485503907		-4		-0.0278379551		-10844035		540.79

		80		Oct-90		11975329		12370545		0.19428062		0		14.8579063		-3.522474		-2.3		-1.435452		-27132264.6		0		-11		-0.0485503907		11975329		-20297.38

		81		Jan-91		-15146541		-15586883		-0.00340947		0		-26.609495		-2.0275926		-4.72		-9.738474		161626666.5		0		0		0		-15146541		13590.148

		82		Apr-91		12023784		6565637		0.13230431		-21		-9.8957546		-0.8510148		-7.42		-14.067474		-173209253.5		-0.0979552469		-21		-0.0979552469		12023784		12039.637

		83		Jul-91		12128349		10401978		0.18859299		1		13.6320187		2.8934148		-6.99		5.291148		-166856791.4		0.0052011937		22		0.1031564406		12128349		6072.045

		84		Oct-91		540790		9823445		0.18487395		23		21.2217426		-1.8130074		20.9		19.521126		183431536.9		0.1051044916		22		0.0999032979		540790		-28541.16

		85		Jan-92		-20297380		-22962969		0.12721066		-6		-15.5482529		-1.665		3.19		-13.0092		-13517141.8		-0.0250624039		-29		-0.1301668955		-20297380		29808.563

		86		Apr-92		13590148		7880732		0.16285126		-17		17.5133122		3.6334074		-14.4		-20.0466		183506034		-0.0800420877		-11		-0.0549796838		13590148		10262.227

		87		Jul-92		12039637		7530287		0.09937129		-6		17.5743179		0.0444		-6.26		13.5198		-18371843.8000001		-0.0321846834		11		0.0478574043		12039637		-6308.789

		88		Oct-92		6072045		4842728		0.08357597		1		-29.1157261		-3.0044148		-1.47		-7.5036		-366155619.2		0.0055324886		7		0.037717172		6072045		-27273.926

		89		Jan-93		-28541160		-21861927		0.21723503		2		-9.977094		1.4800074		-1.3		-6.001326		146268777.5		0.0108579276		1		0.005325439		-28541160		30346.171

		90		Apr-93		29808563		20835663		0.13591943		-6		-6.227555		4.410474		-6.78		-1.790874		72055858.1999999		-0.0334237555		-8		-0.0442816831		29808563		828.297

		91		Jul-93		10262227		10609316		0.11274984		4		9.5706714		-3.566874		3.5		15.391926		124505111.9		0.0225658279		10		0.0559895834		10262227		-14699.608

		92		Oct-93		-6308789		3936999		0.07745121		16		-15.5148306		1.716726		20.23		18.884874		-92873399.9		0.080096514		12		0.0575306861		-6308789		-16348.069

		93		Jan-94		-27273926		-22931427		0.16725954		9		6.8825713		1.457874		2.17		-5.845926		105068222.4		0.039309734		-7		-0.04078678		-27273926		3456.378

		94		Apr-94		30346171		31393611		0.14043188		0		11.1991843		1.324674		2.83		9.546		-216176208.8		0		-9		-0.039309734		30346171		39364.387

		95		Jul-94		828297		2288947		0.1319805		2		5.8361304		1.339326		12.35		17.167926		206179727.8		0.008272526		2		0.008272526		828297		-15445.017

		96		Oct-94		-14699608		-13100558		0.06354214		6		-1.9765564		3.633474		-2.75		-10.656		-228306595.7		0.0239121574		4		0.0156396314		-14699608		-13177.876

		97		Jan-95		-16348069		-15521420		0.09283107		8		22.6395513		1.805526		3.29		6.289926		235996429.1		0.0299632234		2		0.006051066		-16348069		19277.09

		98		Apr-95		3456378		2602391		0.10701236		-4		-1.8889062		-1.960926		13.42		-3.8184		179203072.8		-0.0147232568		-12		-0.0446864802		3456378		-7467.372

		99		Jul-95		39364387		42577828		0.0475908		-4		-8.9672126		-2.138748		-6.1		-6.1494		-122569269.9		-0.0152399666		0		-0.0005167097		39364387		2718.69

		100		Oct-95		-15445017		-16523831		0.03164936		1		-2.05672		-1.5762		-4.44		1.517148		-425566857.4		0.0038604208		5		0.0191003874		-15445017		-21620.403

		101		Jan-96		-13177876		-15499346		0.12702247		-1		-13.8239329		1.568874		-1.48		-5.143074		446755152.6		-0.0038604208		-2		-0.0077208416		-13177876		9370.652

		102		Apr-96		19277090		25049042		0.11475981		5		-4.6524502		-2.012874		11.93		15.4734		-87564275		0.0189678391		6		0.0228282599		19277090		23874.709

		103		Jul-96		-7467372		-8336602		0.05417966		1		-1.2690862		1.161948		1.57		-1.716726		386341782.2		0.0036961456		-4		-0.0152716935		-7467372		-7361.626

		104		Oct-96		2718690		3719527		0.07214412		1		2.2011042		-3.344874		-4.3		-1.702074		-670045306.9		0.0036649541		0		-0.0000311915		2718690		-31605.247

		105		Jan-97		-21620403		-25066674		0.13558762		1		-18.643759		0.0444		-7.46		-3.137526		452186061.1		0.0036342847		0		-0.0000306694		-21620403		38156.502

		106		Apr-97		9370652		14142632		0.07940478		6		-0.9789452		0.902874		27.95		17.0718		-249950405.4		0.0211892991		5		0.0175550144		9370652		20326.868

		107		Jul-97		23874709		35246868		0.14532792		8		83.2362285		0.547452		4.87		8.7246		189444567.5		0.0267342532		2		0.0055449542		23874709		-5057.005

		108		Oct-97		-7361626		-80791		0.05549634		15		131.3774997		0.828948		2.08		2.8194		-398479538.6		0.04608147		7		0.0193472168		-7361626		0

		109		Jan-98		-31605247		-49440695		-0.00781161		-8		256.0443111		-2.693748		0.8		-4.743474		436946490.9		-0.0239671558		-23		-0.0700486258		-31605247		0

		110		Apr-98		38156502		56607579		0.05864862		4		393.543594		-3.7517334		10.07		6.3714		88206243.4		0.0121488896		12		0.0361160453		38156502		0

		111		Jul-98		20326868		25114499		0.02262831		-5		-435.846815		-1.9831926		-8.63		-4.8396		-423987323.9		-0.0152399666		-9		-0.0273888561		20326868		0

		112		Oct-98		-5057005		-19074184		-0.00168606		-14		-201.613947		-0.5401926		-9.23		-10.382274		-9228159.70000005		-0.0457574906		-9		-0.030517524		-5057005		0
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