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ABSTRACT 

Firms require capital to operate their daily activities and achieve their 

objectives, which in most cases, the goal of the firm is maximize value. Firms can 

raise capital through debt or equity and the company will try to get a combination of 

debts and equities which will maximize the value of the firm. Previous studies have 

tried to uncover the positive or negative impact of Financial Leverage on Firm’s 

Value and Stock Performance, so this research study fills the gap as this study aims to 

identify the possibility of a non-linear relationship between financial leverage and 

firm’s value and stock performance based on the listed companies in Kompas100 as 

the evidence, during the observation period of 2014-2018. This study aims to prove 

that Leverage has a non-linear relationship with Firm’s value and Stock Performance.  

This study uses quantitative research and the data is derived from secondary 

data, that is the annual reports and financial statements of the listed companies. For 

the measurement of variables, this study uses Debt-Equity Ratio (Model 1) and Debt-

Asset Ratio (Model 2) as an independent variable to measure Financial Leverage. 

Tobin’s Q, Enterprise Value/EBITDA, and Earnings Yield are used to measure 

Firm’s Value. Whereas, Stock Return, Stock Risk and Beta are used to measure Stock 

Performance. For the data analysis, this study uses Panel Data Regression, 

Multicollinearity test, the Individual Parameter Significance Testing (T-Test) and 

Simultaneous Significance Testing (F-Test). 

 Based on the results of this research, this study found that Debt Asset Ratio is 

the only variable that has a significant non-linear relationship with Tobin’s Q (Firm’s 

Value), during the period of 2014-2018. Hence, supporting the second hypothesis of 

this study and it aligns with the findings and assumptions of the Trade-off Theory. 

For recommendations, it is encouraged that future observations consider companies 

that pay based on final tax by adding a dummy variable when running the regression. 

It is also encouraged that further research to use different variables to measure Firm’s 

value such as Economic Value Added or Market Value Added.  

Keywords: Financial Leverage, Firms Value, Stock Performance, Non-linear 

Relationship  
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CHAPTER I 

INTRODUCTION 

 

1.1. Background of the study 

 

Firms require funds to operate their daily activities, regardless of whether they 

are small scale firms or large-scale firms. According to Das (2018), the primary 

objective or goal of the firm is to maximize value of the firm, that is, shareholders 

wealth. While the goal of the firm may differ from different industries, firm size and 

businesses, the goal of maximizing value is still important for private companies as 

they share ownership with investors. To achieve this objective, firms require a source 

of funds to finance their activities, assets and overall investment in the future growth 

of the firm. Firms can raise capital through debt or equity and the company may issue 

a variety of debts in many proportions and try to get a combination of debts and 

equities which will maximize the value of the firm (Bhole & Makanud, 2004).  

 

Raising capital through debt involves borrowing the required amount of funds 

and repaying it at a later date. Debt financing is beneficial as it allows businesses to 

leverage a small amount of money into a larger sum. However, debt financing 

requires the lenders to pay interest and the payments must be made regardless of the 

business revenue. Whereas, Equity financing involves raising capital through the sale 

of shares in a company. When the company’s shares are sold, the shareholders 

receive ownership interests in the company. Equity financing is beneficial as no loan 

needs to be repaid. However, the ownership of the company may be diluted and the 

profits have to be shared. When companies employ a huge amount of debt, it might be 

able to drive the company into bankruptcy if they are unable to meet the obligation. 

(Ilman et al., 2009) 
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Financial leverage is referred to as the degree to which a firm utilizes 

borrowed money to achieve its objectives. (Gill & Mathur, 2011). Financial leverage 

is essentially viewed as the use of debt component in the capital structure, through the 

use of fixed income securities, such as loans and bonds. According to Taani (2012), 

financial leverage influences the company’s ability to achieve its ultimate goal, such 

as maximizing the shareholder’s wealth or reducing costs. Leverage is important to 

have as it ensures that the firm is not using too much equity to fund its operations, 

essentially balancing the capital structure. In other words, financial leverage is the 

extent to which a firm relies on debt. (Hillier et al., 2010). Firms will also need to 

consider the cost of capital, which is the amount of money required to obtain capital 

from different sources, to achieve the optimal capital structure. 

 

The use of financial leverage varies greatly by the industry. Table 1.1. illustrates the 

level of DER employed by different non-financial companies that are consistently 

listed in the Kompas 100 index from 2014-2018. These companies are sorted based 

on the highest to the lowest amount of percentage change of DER from 2014 to 2018.  

 

Furthermore, DER will differ depending on the industry because some industries tend 

to use more debt financing than others. Firms in the financial industry will have a 

higher DER as opposed to non-financial companies, simply because banks and other 

financial institutions borrow money to lend money, which can result in a higher level 

of debt. Firms in other industries tend to have a high DER as they would need to fund 

for large capital project investment and some of these industries include utilities, 

transportation, and energy. 
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Table 1.1. Top 10 Non-Financial Companies Listed in the Kompas 100 with High DER. 

Kompas 100 Companies with High DER 

 

No Company Code Industry 

Debt to 

Equity Ratio 
Percentage 

Change 

(%) 2014 2018 

1 SSMS Agriculture 0.34 1.53 350% 

2 BMTR 
Trade, Service & 

Investment 
0.6 1.05 75% 

3 UNTR 
Trade, Service & 

Investment 
0.56 0.97 73% 

4 BEST Property & Construction 0.28 0.47 68% 

5 SMGR Chemical Industry 0.37 0.6 62% 

6 JSMR 
Infrastructure & 

Transportation 
1.89 3.01 59% 

7 TINS Mining  0.74 1.15 55% 

9 TLKM 
Infrastructure & 

Transportation 
0.64 0.93 45% 

8 LSIP Agriculture 0.2 0.28 40% 

10 MEDC Mining 1.94 2.64 36% 

Source:Kontan.co.id1 

 

The concept of capital structure garnered much attention after Modigliani and 

Miller (1958) demonstrated in their paper that the choice between debt and equity 

does not have any material effects on the value of the firm. A firm’s value, or 

otherwise known as Firm Value is an economic concept that reflects the value of a 

business. The fair value of the business is determined for a variety of reasons, such as 

sale value, taxation, establishing partner ownership, etc. In other words, the value of 

the firm is the amount that one needs to pay to take over the business entity. 

According to Hermuningsih (2013), the value of the company is characterized by a 

higher rate of return on investment to shareholders. Similar to an asset, the value of a 

firm can be determined based on either book value or market value but it generally 

                                                
1 https://www.kontan.co.id/indeks-kompas100 
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refers to the market value of a company. Economic Value is a more comprehensive 

substitute for market capitalization. 

 

Modigliani and Miller (1958) were the first ones to hit a landmark on the topic 

of capital structure. After their discovery, there were other findings following it, a 

study by Lubatkin and Chatterjee (1994) as well as many other supporting studies 

have proven the opposite, where their studies have found a relationship between 

capital structure and firm value. According to McConnell and Servaes (1995), 

leverage is value-enhancing for low-growth firms and value-destroying for high-

growth firms. Therefore, the importance of leverage is important to note. However, 

the impact depends on the nature of the firm in terms of growth level. A study by 

Agrawal and Knoeber (1996) stated that there is a lack of relationship between 

leverage and firm value.  Fama and French (1998) found that there was a negative 

relationship between debt and financial achievement and value. Myers (2002) argued 

that capital structure theories are conditional, not general and are at best dependent on 

firm, industry, and country-specific factors. A study by Robertson (2003) also states 

that there is no significant relationship between the two variables. Hovakimian and 

Tehranian (2004) researched on the topic and concluded that the importance of stock 

returns in studies of corporate financing choices was unrelated to target leverage. 

Other findings, such as from Aggarwal and Zhao (2007), states that there is a positive 

relationship between leverage and firm value but it disappears even for low-growth 

firms when the industry effect is controlled. Barakat (2014) strived to investigate the 

effect of financial structure, financial leverage, and profitability on the industrial 

company's value and in his study, he concluded that there is a statistically significant 

direct relationship between return on equity and capital structure and the stock market 

price. 

 

Previous studies have been conducted to analyze the relationship between 

Financial Leverage and Firms Value and Stock Performance. However, there have 

been no studies that have used EV/EBITDA and Earnings yield as a dependent 
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variable to measure the firm’s value. Furthermore, none of studies have used 

Kompas100 index as the evidence of their study to analyze the relationship between 

Financial Leverage and Firm’s value. In addition, previous studies have only assumed 

and predicted that Financial leverage has a positive/ negative relationship. Therefore, 

this research study fills the gap as this study aims to identify the possibility of a non-

linear relationship between financial leverage and firm’s value and stock performance 

based on the listed companies in Kompas100 as the evidence, during the time frame 

of 2014-2018. Therefore, the title of this study is “The Impact of Financial Leverage 

on the Firm’s Value and Stock Performance: Evidence from the non-financial 

companies in Kompas100. 

 

1.2. Problem Statement 

 

Firms aim to achieve the optimal capital structure, which is said to be the 

objectively best mix of debt, preferred stock, and common stock that maximizes a 

company's market value while minimizing its cost of capital. Achieving this optimal 

capital structure is a question mark for all the firms in every industry and the failure 

to put considerations on capital structure might lead to low profitability, bankruptcy, 

failure to invest in high returns projects and ultimately a decrease in the value of the 

firm. Firms may also raise concerns for whether their increase in financial leverage 

(highly-leveraged firms) would overall impact their firms’ value. Several studies have 

uncovered different results and several theories have been made on this subject and 

since the amount of financial leverage varies from companies to industries, this study 

will uncover whether there is a significant relationship between financial leverage and 

firm’s value and stock performance.  

 

 To assess whether there is a solid relationship between the financial leverage 

of a company and the value of the firm and stock performance, the financial ratios 

will be used as a tool to measure the amount of financial leverage that is employed 

and the supposed value of the firm. Therefore, this study will analyze the possibility 
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of an impact from the financial leverage towards the firm’s value and stock 

performance in non-financial companies listed in the stock exchange, during 2014-

2018. 

 

1.3. Research Questions 

 Based on the research background and the problem statement that was 

addressed in 1.1. and 1.2, the research questions are as follows: 

1. a). How does Debt-Equity Ratio impact Tobin’s Q? 

b). How does Debt-Asset Ratio impact Tobin’s Q? 

 c.) How does Debt-Equity Ratio impact Enterprise Value/EBITDA? 

d.) How does Debt-Asset Ratio impact Enterprise Value/EBITDA? 

e.) How does Debt-Equity Ratio impact Earnings Yield? 

f.) How does Debt-Asset Ratio impact Earnings Yield? 

2. a). How does Debt-Equity Ratio impact Stock Return? 

b). How does Debt-Asset Ratio impact Stock Return? 

 c.) How does Debt-Equity Ratio impact Stock Risk? 

d.) How does Debt-Asset Ratio impact Stock Risk? 

e.) How does Debt-Equity Ratio impact Risk-Adjusted Return? 

f.) How does Debt-Asset Ratio impact Risk-Adjusted Return? 

 

1.4. Research Objective  

Based on the research questions stated in 1.3, the research objective of this study is: 

1. a). To analyze the impact of Debt-Equity Ratio on Tobin’s Q 

b). To analyze the impact of Debt-Asset Ratio on Tobin’s Q 

c.) To analyze the impact of Debt-Equity Ratio on Enterprise Value/EBITDA 

d.) To analyze the impact of Debt-Asset Ratio on Enterprise Value/EBITDA 

e.) To analyze the impact of Debt-Equity Ratio on Earnings Yield 

f.) To analyze the impact of Debt-Asset Ratio on Earnings Yield 

2. a). To analyze the impact of Debt-Equity Ratio on Stock Return 

b). To analyze the impact of Debt-Asset Ratio on Stock Return 
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c.) To analyze the impact of Debt-Equity Ratio on Stock Risk 

d.) To analyze the impact of Debt-Asset Ratio on Stock Risk 

e.) To analyze the impact of Debt-Equity Ratio on Risk-Adjusted Return 

f.) To analyze the impact of Debt-Asset Ratio on Risk-Adjusted Return 

In other words, this study aims to analyze the impact of financial leverage with the 

value of the firm and whether financial leverage will create an impact on the firm’s 

value by taking empirical evidence from non-financial firms listed in Kompas 100 

index. 

 

1.5. Research Scopes and Limitations 

 

        The research scope and limitations of this study are as follows: 

a. This study covers and is restricted to only non-financial publicly listed 

firms in the Kompas 100 index that are consistently listed during the year 

2014-2018 (5 years) 

b. This study attempts to align with the Trade-off theory. However, this 

study does not consider the factor that Trade-off theory does not impact 

firms that pay taxes on Final Tax.  

c. This study uses Financial Leverage as the independent variable and Firm’s 

value and Stock performance as the dependent variable.  

d. The variables that were used to measure Financial Leverage includes Debt 

to Equity Ratio and Debt-Asset Ratio, and the variables to measure the 

value of the firm include Tobin’s Q, Enterprise Value/EBITDA, and 

Earnings Yield. The variables to measure Stock Performance include 

Stock Return, Stock Risk, and Risk-Adjusted Return. 

e. All the listed companies in the Kompas 100 index are collected from 

https://www.kontan.co.id/indeks-kompas100  
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1.6. Research Structure 

 

This study is titled The Impact of Financial Leverage on the Value of the 

Firm: Evidence from Non-financial companies listed in Kompas 100. It consists of 

five chapters: 

Chapter I: Background  

This chapter will explain the background of the study, problem statement, research 

questions, and the scope of the study which are correlated with the title of this study.  

Chapter II: Literature Review  

 This chapter will explain the theories that were used to enhance the understanding of 

the research and analyze the problems as stated in the problem statement. The 

theories are sourced from articles, journals, and books. This chapter also includes an 

overview of previous research as one of the references for the study and the 

hypothesis development.  

Chapter III: Methodology       

This chapter will explain the research design, measurement of variables, data 

collection, data collection procedures, technique of data analysis, research 

framework, and hypotheses. 

Chapter IV: Findings, Analysis, and Discussion  

 This chapter will explain the overview of companies that are included in the study. 

This chapter will also include the findings from hypotheses that were tested. The 

findings are then analyzed and discussed to determine whether the findings support 

the hypotheses. 

Chapter V: Conclusion and Recommendation  

 This chapter will explain the conclusion from the findings, analysis, and discussion 

of the study to answer all of the research questions. This chapter will also explain 

about the recommendations for the parties involved and for those who are interested 

in conducting further research related to the topic. 
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CHAPTER II 

LITERATURE REVIEW 
 

2.1.  Financial Leverage 

 

Firms require capital to finance their business and operational activities, 

assets, and business expansion. Therefore, capital is needed for every stage in the 

business and for this reason, it is important to understand the concept and 

implementation of the capital structure. (Dhita et al., 2018). Capital structure is a mix 

of debts and equities used by a company to finance its investment. Capital structure is 

determined through a combination of equity and debt financing. (Hardiyanto et al., 

2014). In theory, the corporate financing policy should be directed to achieve optimal 

capital structure; the capital structure that will maximize the value of the firm. 

(Hardiyanto et al., 2015).  

 

According to Rehman (2013), financial leverage is defined as the extent to 

which a firm is using the borrowed money and it acts as a measure of how much debt 

and equity that is used by the firm to finance its assets. Essentially, as debt increases, 

financial leverage increases. External debt financing plays an important role to 

increase future productivity of firms and more important for future growth (Gomis & 

Khatiwada, 2016) 

 

Financial Leverage is the ratio between total debt to the total assets of the firm 

and it indicates the extent at which total assets are financed by debts (Mwangi et al., 

2014). A higher leverage ratio means that the firm has a high dependence on debt 

financing. Leveraged businesses have additional capital available to finance its 

operations and expansions compared to an unleveraged business solely dependent on 

equity (Strebulaev & Yang, 2013). In addition, employing financial leverage offers 

financial benefits in the form of tax shield, as it is a tax saving from interest expense 

of debts that can be deducted in the calculation of corporate income tax. So, if a 
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company increases the amount of debt, they will experience an increasing amount of 

company tax shield. Therefore, the optimal level of capital structure suggests the level 

of debt that balances bankruptcy costs with the benefits obtained from debt financing. 

(Hardiyanto et al., 2014) 

 

However, employing a huge amount of debt might cause the company to fall 

into bankruptcy due to inability of the company to meet the obligation to pay interest 

and principal installment, that in most cases are fixed. (Hardiyanto et al., 2015) 

 

There are multiple ways to measure financial leverage in a firm. In this study, 

financial leverage is measured by DER and DAR, which will act as the independent 

variables for this study.  

 

2.1.1. Debt-Equity Ratio  

Debt-Equity Ratio (DER) is a ratio that is calculated by dividing the 

company’s total liabilities by its shareholder equity. According to Carlson (2020), 

DER is a measure of degree to which a company its financing its operations through 

debt versus equity. In addition, DER reflects the ability of the shareholder equity to 

cover all outstanding debts in the event of a business downturn. A good DER is 

somewhere around 1 to 1.5. However, the ideal debt to equity ratio will vary 

depending on the industry because some industries use more debt financing than 

others. Capital-intensive industries like the financial and manufacturing industries 

often have higher ratios that can be greater than 2. 

2.1.2. Debt-Asset Ratio   

Debt-Asset ratio (DAR) is a ratio that is used as an indicator for the 

company’s financial leverage. According to Carlson (2020), DAR shows a percentage 

of the company’s total assets that were financed by borrowed money and it is 

calculated by dividing the company’s total liabilities by the total assets. DAR results 

are essentially the company’s total assets that were financed by creditors and is used 
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as an indicator of a company's ability to meet those debt obligations. In the case of 

DAR, a lower debt-to-asset ratio suggests a stronger financial structure, and 

similarly a higher debt-to-asset ratio suggests higher risk. In general, a ratio of 0.4 

(40%) or lower is considered a good debt ratio. A ratio above 0.6 (60%) is generally 

considered to be a poor ratio, since there's a risk that the business will not generate 

enough cash flow to service its debt. 

2.2.Firm’s Value and Stock Performance 

 

2.2.1. Firm Value 

According to Sabrin et al., (2016), the firm’s value is important to the firm as 

the company's value indicates the prosperity of the shareholders (investors). Firm 

value is the perception of investors to companies that are often associated with stocks 

prices. 

High stock prices will cause the firm value to increase (Susanti, 2017).  

 

While many studies use other tools to represent the firm value, this research 

study will use Tobin’s Q, Enterprise Value/EBITDA, Earnings Yield, and Stock 

Performance as the measure for the firm’s value. Therefore, Tobin’s Q, Enterprise 

Value/EBITDA, Earnings Yield, and Stock Performance will act as the dependent 

variable in this study. 

 

Tobin’s Q has been utilized as the market value of a firm in numerous studies 

(Allayannis & Weston,2001; Bhabra, 2007; Mihir & Dharmapala, 2009; McConnel & 

Servaes, 1990; and Shleifer & Vishny, 1988). Tobin’s Q is commonly used because 

of its ability to reflect the performance of management. According to Bhagat and 

Black (2002), high Tobin’s Q means that the managers of a firm have produced 

greater market value from its assets. According to Lewellen & Badrinath (1997), 

Tobin’s Q measures the value of the firm by scaling the market value of a company’s 

assets with the costs that would be incurred by the company to replace the asset at the 

current marketplace. It was stated by Wernerfelt & Montgomery (1988), that Tobin's 
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Q ratio is a good choice for firm value measurement. According to Lewellen and 

Badrinath (1997), companies that exhibit Tobin’s q greater than “one” means 

effective use of scarce resources, while Tobin’s q less than “One,” means the 

inefficient or poor use of scarce resources. 

 

EV/EBITDA is a ratio that compares a company’s Enterprise Value (EV) to 

its Earnings Before Interest, Taxes, Depreciation & Amortization (EBITDA). The 

EV/EBITDA ratio is commonly used as a valuation metric to compare the relative 

value of different businesses.  EV stands for Enterprise Value and is the numerator in 

the EV/EBITDA ratio.  A firm’s EV is equal to its equity value (or market 

capitalization) plus its debt (or financial commitments) less any cash (debt less cash is 

referred to as net debt). EBITDA stands for Earnings Before Interest Taxes 

Depreciation and Amortization.  It often used in valuation as a proxy for cash flow, 

although for many industries it is not a useful metric. 

 

Earnings Yield is an indicator that is used to determine what is considered to 

be the optimal asset allocations and this ratio is also used by investors to determine 

which assets are considered to be overpriced or underpriced. Earnings Yield is 

calculated by  the EPS for the most recent 12-month period divided by the current 

market price per share, so it is essentially the inverse of the P/E ratio, which shows a 

percentage value of how much a company earned per share. Earnings yield is useful 

for the calculation of the rate of return on investment. (Carnevale, 2017) 

 

2.2.2. Stock Performance 

Stock Performance is a measure of the return on shares over a period of time. 

In this study, stock performance includes Stock Return, Stock Risk and Stock Risk 

Adjusted Return.  

 

Stock Return is the capital gain or loss that is a result of investing in a stock 

portfolio (Jones, 2000). Stock return is considered to be one of the most important 



13 
 

aspects in conducting investment analysis because it serves as an index for investors, 

meaning that investors will select the portfolio that will allow them to obtain a return 

that is higher than their cost of capital. 

 

Stock Risk is the risk that an outcome of an investment’s actual gains will 

differ from the expected outcome of the investment gains. (Sandler, 2019). This 

variable is related to the Modern Portfolio Theory (MPT), which is a theory 

developed by Harry Markowitz that describes how risk-averse investors can create 

portfolios to optimize their expected return based on the given level of market risk. 

The theory states that risk is an inherent part of higher reward. (Chen, 2020). Within 

the theory, the risk for individual stock returns is stated to have two components. The 

first one is Systematic Risk, which are market risks that cannot be dissolved with 

diversification as they are unpredictable and impossible to completely avoid. 

Investors can try to mitigate the impact of systematic risk by creating a diversified 

portfolio (Fontinelle, 2020). The second one is Unsystematic Risk, which is the risk 

that is specific and unique to the individual company or industry. While investors are 

able to anticipate some sources of unsystematic risk, it is impossible to be aware all or 

when or how these risks might occur. However, investors can mitigate this risk 

through diversification (Chen, 2020). Some common ways of measuring stock risk 

include calculating the beta of the company or total risk, which is the sum of both 

systematic and unsystematic risk of an investment.  

 

Stock Risk Adjusted Return is measure of calculating the profit or potential 

profit from an investment while also taking into account the degree of risk that must 

be accepted in order to achieve such profits. In other words, the risk-adjusted return is 

used to measure the profit of an investment relative to the amount of risk that the 

investment entails throughout a certain period of time. If two or more investments 

have the same return over a given time period, the one that has the lowest risk will 

have a better risk-adjusted return (Chen, 2020). Some common ways of measuring 

risk adjusted return includes Treynor Ratio, Jensen-Alpha Ratio and the Sharpe ratio.  
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2.3. Theoretical Literature 

2.3.1 Modigliani and Miller Theory 

 

The entire discussion started with the Capital Structure Irrelevance Theory that 

was proposed by Modigliani and Miller in 1958. The theory proposed that in a world 

where the competition is high and frictionless, the value of companies was not 

affected by their capital structure, and/or the value of companies are independent 

from their capital structure. (Dhita et al., 2018).  

 

In the early 1950s, The Modigliani and Miller theory adopted, this theory suggests 

that the valuation of a firm is not relevant to the capital structure of a company. 

According to this theory, the firm has no bearing on its market value regardless of 

whether the firm is highly leveraged or not. Furthermore, the theory suggests that this 

is because the market value of the firm is solely dependent on the operating profits of 

the company, apart from the risk involved in the investment. To put simply, The 

Modigliani and Miller theory states that the value of the firm does not depend on the 

choice of capital structure or financing decisions of the firm. 

 

The assumptions of the Modigliani and Miller theory is that: 

a. Taxes are not considered. 

b. Bankruptcy cost is not considered 

c. There is an asymmetry of information. This assumption indicates that 

investors will have access to the same information that the company 

would and this would result in investors behaving rationally. 

d. The cost of borrowing is the same for investors and companies. 

e. Flotation costs, such as advertisement expenses are not considered. 

f. Corporate dividend taxes are not considered 
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The Modigliani and Miller Approach indicates that the value of a firm that 

employs both debt and equity is the same as the value of a firm that is fully uses 

equity to finance its assets, assuming that the operating profits and prospects of both 

the leveraged firm and the unleveraged firm are the same. This implies that if an 

investor buys the shares of a leveraged firm, then the costs of it would be the same as 

buying the shares of an unleveraged firm. 

 

2.3.2. Trade-off Theory 

The trade-off theory is a theory that is developed after the  MM  theory as it takes 

into consideration the assumptions that were not considered before. The trade-off 

theory states that the optimal capital structure that firms hope to achieve is essentially 

a trade-off between interest tax shields and the cost of financial distress. This theory 

states that firms will decide on the capital structure that they wish to employ by 

considering the trade-off between the cost of bankruptcy and tax benefits of the debt. 

This theory suggests that the manager should choose the debt ratio that maximizes 

firm value (Brealey and Myers, 2003).  In other words, the firm’s decisions related to 

capital structure are related to a target debt ratio, in which debt tax shields should be 

maximized and the bankruptcy costs should be minimized.  

 

According to the trade-off theory, the total value of a levered firm equals the 

value of the firm without leverage plus the present value of the tax savings from debt, 

less the present value of financial distress costs. It can be seen from the equation 

below: 

𝑉𝐿 =  𝑉𝑈+ PV (Interest Tax Shield) – PV (Financial Distress Costs)  (2.1) 

 

This equation illustrates that employing leverage has costs as well as benefits. 

Firms have an incentive to increase leverage to exploit the tax benefits of debt, but 

with too much debt, they are more likely to risk default and incur financial distress 

costs. Financial distress occurs when a firm is unable to meet its debt commitments. 
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The probability of financial distress occurring will increase as the firm employs more 

leverage. It also increases with the volatility of a firm’s cash flows and asset values.  

In other words, firms with steady and reliable cash flows are able to use high level of 

debt and will have a lower probability of default. Firms with volatile value and cash 

flows must have much lower levels of debt to avoid a significant risk of default. 

 

It is assumed that highly profitable firms will have a higher debt to equity ratio as 

opposed to low-profit firms since they have more debt repayment capacity with high 

taxable income to shield them. Put simply, the higher profitable firms will employ a 

higher level of debt due to lower bankruptcy probability and higher debt ratings. 

 

Figure 2.1. Value of Firm and Value of Debt. 

Source: Berk & De Marzo (2006) 

 

Figure 2.1 shows how the value of a levered firm, denoted as 𝑉𝐿, varies with the 

level of permanent debt, denoted by D. When a firm employs no debt, the value of the 

firm is denoted as 𝑉𝑈 
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Firms with low debt levels incurs a low risk of default and the main effect of an 

increase in leverage is an increase in the interest tax shield, which has present value 

𝜏∗D, where 𝜏∗is the effective tax advantage of debt.  

 

If there were no costs of financial distress, the value of the firm would proceed to 

increase at this rate until the interest on the debt exceeds the firm’s EBIT and the tax 

shield is exhausted. The costs of financial distress will result to a reduction in the 

value of the levered firm, 𝑉𝐿. The amount of the reduction increases with the 

probability of default, which in turn increases with the level of the debt D. The trade-

off theory states that firms should increase their leverage until it reaches the level D* 

for which 𝑉𝐿.  is maximized. At this point, the tax savings that result from increasing 

leverage are just offset by the increased probability of incurring the costs of financial 

distress. 

 

Figure 2.1. also illustrates the optimal debt choices for two types of firms; a firm 

with low costs of financial distress is indicated by D*low, and the optimal debt choice 

for a firm with high costs of financial distress is indicated by D*high. With a higher 

cost of financial distress, it is optimal for the firm to choose lower leverage. 

 

Essentially, the trade-off theory suggests that firm value increases with increase of 

debt until the marginal benefits from leverage equal to the marginal bankruptcy costs. 

At that point, the firm ‘s value reaches its maximum level, If the firm further 

increases the level of debt usages, firm values not only does not increase, but also 

decrease. 

 

2.3.3. Capital Structure Signaling Theory  

According to Ross (1977), the capital structure signaling theory is  a theory that is 

based on the issues that arise from the existence of asymmetrical information between 

managers and investors, where the top executives of the firm have inside information 
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and would attempt to transfer this knowledge to the external investors, in an attempt 

to get the stock prices to rise up. Managers would refrain from announcing any 

improvements within the company, so instead the administration will increase the 

leverage of the firm to indicate that they have good prospects. When firms want to 

send signals that they are performing well, they tend to increase their leverage, 

whereas, firms that are not willing to undertake the burden of lending will not employ 

leverage, as they intend to avoid the risk of bankruptcy. According to Veronesi 

(2000), the precision of the signal is significant as well as managers may sometimes 

use the changes in capital structure to transfer some information for the profitability 

and the risk of the firm, to the external users.  

 

 In addition, Ross (1977) suggested that capital structure is useful as a signaling 

mechanism which increases the possibilities and the costs of financial distress for a 

firm. When investors notice that a firm has increased their leverage, they will 

interpret it as a sign that the managers await in the future such cash flows that will 

avoid  

recession. Essentially, Capital structure signaling theory suggests that the capital 

structure can be a signal for investors to invest because the company is considered as 

a good performance to fund the capital structure, thus causing a positive to the firm’s 

value if the capital structure is deemed favorable.  

 

 2.4. Previous Research 

 

Numerous research studies have been conducted to test the impact between 

financial leverage and firm value. Previous studies since 2013 have showed the 

impact of debt to firm’s value to be negative and positive. A research by Akhtar et al., 

(2016). which aims to identify the effect of debt on the value of a firm shows that the 

relationship between financial leverage and firm’s value is positively correlated. A 

research by Adenugba et al., (2016) aims to identify the impact of financial leverage 
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on firm’s value by using selected firms in Nigeria showed that there is no relationship 

between financial leverage and firm’s value.  

   

In the research of Ibrahim (2020), the objective is to identify the effect of 

financial leverage on firm value. The researcher uses selected firms listed on the 

Nigerian Stock Exchange over the period of 2014-2018. The researcher uses panel 

data analysis as a method to test the hypothesis and uses the Loan to Value (LVR) 

ratio as an independent variable to measure the financial leverage, the Tobin’s Q ratio 

as a dependent variable to measure the firm’s value. Based on the findings of the 

research, Tobin’s Q has a negative causal relationship with financial leverage.  

  

 In the research of Pandya (2016), the objective is to analyze the Impact of 

Financial Leverage on Market Value Added, using evidence from companies listed in 

the Bombay Stock Exchange. This study uses the observation period of 2010-2014. 

The study uses Regression as a method to test the hypothesis. The findings of this 

study reveal that leverage has a significant positive impact on market value added. 

While the study by Pandya (2016) uses MVA as a dependent variable, this study will 

use Enterprise Value/EBITDA as a dependent variable.  

 

           In the research of Elangkumaran and Nimalathasan (2013), the objective is to 

analyze the impact of leverage on EPS and Share Price. The two researchers use 20 

companies listed on the Colombo Stock Exchange for the period from year 2007/2008 

to 2011/2012. The researcher uses Multiple Linear Regression as a method to test the 

hypothesis. The researcher uses Financial leverage as the independent variable to 

measure leverage and Earning per share and Share Price was used as the dependent 

variable. Based on the findings of the study, financial leverage has no correlation with 

EPS and Share Price. 

 

           In the research Mustafa et al., (2017), the objective of this study is to identify 

the effect of financial leverage and market size on the stock return. The researchers 
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use non-financial listed companies in the Karachi Stock Exchange covering a period 

of twelve years from 2004 to 2015, in which the leverage of the selected sector was 

collected from the Annual Financial Reports and the stock index prices of the selected 

stocks between 2004-2015 for the non-financial sector firms are used to calculate the 

stock return. The researchers use the Ordinary Least Square Regression Model as a 

method to test the hypothesis. The researchers use DER as the Independent Variable 

and Stock Return as the Dependent Variable. Based on the findings of this study, 

leverage is negatively correlated with stock return. 

 

 In the research of Dedunu (2017), the objective of the study is to identify the 

impact of Financial Variables on Systematic Risk. The researcher used the selected 

50 companies from CSE including manufacturing sector, beverage food and tobacco 

sector and hotel sector companies for the period of 2009-2016 and selected 

profitability, dividend payout, liquidity and leverage as financial variables. The 

financial variables have been tested by descriptive statistics, correlation analysis and 

regression analysis. Based on the findings of this study, the regression results showed 

that dividend payout had a negative significant relationship with systematic risk while 

profitability, liquidity and leverage had a positive relationship. The Pearson 

Correlation analysis showed that all the variables are insignificantly affected for beta. 

Lastly, profitability and liquidity had a positive relationship with systematic risk and 

the dividend payout and leverage represented a negative correlation with beta. 

 

 In the research of Suryani & Herianti (2015), the objective of the study is to 

analyze the consistency of three ratios: Sharpe Ratio, Treynor Ratio and Jensen-Alpha 

index as a measurement of risk-adjusted performance. The researcher used 14 

companies that were consistently listed in the LQ45 index during the observation 

period of 2010-2014. The study uses the three methods and tests it out on the 

portfolio performance of these 14 companies to see if the results are consistent. Based 

on the findings of the study, there is no significant difference between testing with 

Sharpe, Treynor and Jensen Method.  
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Table 2.1. Summary of Previous Research 

RESEARCH TITLE 

(AUTHOR, YEAR) 

METHODOLOGY 

(Research Method, Variable 

Measurement) 

FINDINGS 

Effect of Financial 

Leverage on Firm 

Value: Evidence from 

Selected Firms Quoted 

on the Nigerian Stock 

Exchange in Nigeria 

(Ibrahim, 2020) 

 

 Research Method: 

Panel data analysis 

 Variable Measurement:  

- Independent 

Variable: Loan to 

Value Ratio 

- Dependent 

Variable: Tobin’s 

Q 

- Control Variables: 

Size of the 

company, ROA, 

Age of the 

company 

 

Negative causal relationship 

between firm’s value and 

financial leverage  

 

Impact of Financial 

Leverage on Market 

Value Added in India 

(Pandya, 2016) 

 Research Method: 

Regression Analysis 

 Variable of 

Measurement: 

- Independent Variable: 

Debt to Equity Ratio, 

Debt Ratio, Interest 

Coverage Ratio 

- Dependent Variable: 

MVA 

- DER, DAR, ICR 

significantly impacts 

MVA in a positive 

way. 

 

Leverage and its 

Impact on Earnings 

and Share Price A 

Special Reference to 

listed Companies of 

Colombo Stock 

Exchange (CSE) in Sri 

Lanka. 

(Elangkumaran and 

Nimalathasan, 2013) 

 

 

 Research Method: 

Multiple linear 

regression analysis 

 Variable of 

Measurement:  

-Independent Variable: 

Financial leverage 

-Dependent Variable: 

EPS, Share Price 

- Financial leverage. is not 

correlated with EPS 

-Financial Leverage is not 

correlated with Share Price 

  

RESEARCH TITLE METHODOLOGY FINDINGS 
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(AUTHOR, YEAR) (Research Method, Variable 

Measurement) 

The Effect of Financial 

Leverage and Market 

size on Stock Returns 

on the Karachi Stock 

Exchange: Evidence 

from Selected Stocks 

in the Non-Financial 

Sector of Pakistan 

(Mustafa et al, 2017). 

 

 Research Method:  

Ordinary Least Square 

Regression Model 

 Variable of 

Measurement: 

-Independent Variable: 

DER 

-Dependent Variable: 

Stock Return 

-Control Variable: size 

of the firm 

Financial Leverage is 

negatively correlated with 

return of stock. 

Financial Variables 

Impact on Common 

Stock Systematic Risk 

(Dedunu HH, 2017). 

 Research Method: 

Regression analysis 

 Variable of 

Measurement:  

-Independent Variable: 

Profitability, Dividend 

Payout, Liquidity and 

Leverage. 

-Dependent Variable: 

Systematic Risk 

 There is an 

insignificant positive 

relationship between 

profitability and beta  

 Significant negative 

relationship of 

dividend payment and 

beta 

 Significant positive 

relationship with 

liquidity and 

systematic risk 

 Positive insignificant 

relationship with 

leverage and beta  

The Analysis of Risk 

Adjusted Return 

Portfolio Performance 

Share for LQ45 Index 

in Indonesia Stock 

Exchange in 2010-

2014 periods  

(Suryani & Herianti, 

2015) 

 

 Research Method: 

Kruskal Wallis Test, Z-

score transformation 

 Variable of 

Measurement: 

-Independent Variable: 

Sharpe Ratio, Treynor 

Ratio and Jensen-

Alpha Ratio.  

-Dependent Variable: 

Stock portfolio 

performance   

 The results of the study 

show that there is no 

significant difference 

between the three 

testing methods of 

Sharpe, Treynor and 

Jensen index.  

2.5. Hypothesis Development 
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           Previous research studies have demonstrated numerous results related to the 

relationship between financial leverage and the value of the firm. In order to assess 

whether financial leverage has an impact on the firm’s value, the following 

hypotheses were developed; which is a temporary assumption on each variable:  

2.5.1.  Tobin's Q  

 

     Ibrahim (2020) conducted a study to measure the impact of Financial Leverage on 

Firm’s value using the evidence from selected firms Quoted on the Nigerian Stock 

Exchange. This research is the first study to use Tobin’s Q as a measure for firm’s 

value as most existing research studies of Nigerian firms such as Kenn-Ndubuisi and 

Nweke (2019) and Isola and Akanni (2015) have only considered measuring the 

current performance of firms using perform indices such as ROE and ROI as opposed 

to Tobin’s q, which is considered a better measure of firm value. Tobin’s Q describes 

the differences in decisions about diversification and investment among firms, the 

association of equity ownership of corporate managers with a firm’s value and 

payout, funding and compensation policies (Chung & Pruitt, 1994; Wolfe & Sauaia, 

2014). Tobin’s Q is also considered as to how the investors value a firm. In other 

words, The Tobin’s Q ratio comprises two variables namely the market value of the 

firm and the replacement cost of the assets of the firm (Fisher and McGowan, 1983). 

The results from the research conducted by Ibrahim (2020) suggest that there exists a 

negative causal relationship that is significant between financial leverage and firm 

value, where a 1% increase in financial leverage will bring about a 0.21344% 

reduction in the value of the firm. 

𝑯𝟏:  DER has a non-linear relationship with the firm’s Tobin’s Q.   

𝑯𝟐:  DAR has a non-linear relationship with the firm’s Tobin’s Q.   

 

2.5.2. Enterprise Value/EBITDA  

Pandya (2016) conducted a study on the Impact of Financial Leverage on Market 

Value Added, using evidence from companies listed in the Bombay Stock Exchange. 

This study uses the observation period of 2010-2014. The findings of this study reveal 
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that leverage has a significant positive impact on market value added. While the study 

by Pandya (2016) uses MVA as a dependent variable, this study will use Enterprise 

Value/EBITDA as a dependent variable.  

𝑯𝟑: DER has a non-linear relationship with the firm’s Enterprise 

Value/EBITDA 

𝑯𝟒: DAR has a non-linear relationship with the firm’s Enterprise 

Value/EBITDA 

 

2.5.3. Earnings Yield 

Elangkumaran & Nimalathasan (2013) conducted a study on Leverage and its Impact 

on Earnings and Share Price using evidence from listed companies of Colombo Stock 

Exchange (CSE) in Sri Lanka. The findings of this study revealed that only 4% of 

earnings can be explained by Financial leverage and there is no significant 

relationship with EPS. While the study by Elangkumaran & Nimalathasan (2013) 

uses EPS as a dependent variable, this research study will use Earnings Yield as a 

dependent variable.  

𝑯𝟓:  DER has a non-linear relationship with the firm’s Earnings Yield 

𝑯𝟔:  DAR has a non-linear relationship with the firm’s Earnings Yield 

 

 

2.5.4. Stock Return 

 Mustafa et al., (2017) conducted a study on The Effect of Financial Leverage and 

Market size on Stock Returns on the Karachi Stock Exchange using evidence from 

selected companies in the Non-Financial Sector of Pakistan. This study concluded 

that there is a feeble and inverse relationship between financial leverage and stock 

return, but this relationship is not significant.  

𝑯𝟕: DER has a non-linear relationship with the firm’s Stock Return 

𝑯𝟖: DAR has a non-linear relationship with the firm’s Stock Return 
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2.5.5. Stock Risk 

Dedunu (2017) conducted a study on the impact of Financial Variables on Common 

Stock Systematic Risk using evidence from 50 selected companies from CSE 

including manufacturing sector, beverage food and tobacco sector and hotel sector 

companies for the period of 2009-2016. Focusing on the leverage portion among the 

other variables, this study concluded that there is a positive insignificant relationship 

between leverage and Systematic Risk. While the study by Dedunu (2017) used 

Systematic Risk as a dependent variable, this study will use Beta as a dependent 

variable and a measurement of Stock Risk.  

𝑯𝟗:  DER has a positive relationship with the firm’s Stock Risk 

𝑯𝟏𝟎:  DAR has a positive relationship with the firm’s Stock Risk 

 

2.5.6. Stock Risk Adjusted Return 

Suryani and Herianti (2015) conducted a study on the consistency of three ratios: 

Sharpe Ratio, Treynor Ratio and Jensen-Alpha index as a measurement of risk-

adjusted performance. The researcher used 14 companies that were consistently listed 

in the LQ45 index during the observation period of 2010-2014. The study uses the 

three methods and tests it out on the portfolio performance of these 14 companies to 

see if the results are consistent. Based on the findings of the study, there is no 

significant difference between testing with Sharpe, Treynor and Jensen Method. 

While the study by Suryani and Herianti (2015) used all three methods of 

measurement, this study will use Sharpe Ratio to measure the Risk-Adjusted 

performance.  

𝑯𝟏𝟏: DER has a non-linear relationship with the firm’s Risk-Adjusted Return. 

𝑯𝟏𝟐: DAR has a non-linear relationship with the firm’s Risk-Adjusted Return. 
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2.6. Research Framework  

 

Figure 2.2. Research Framework 
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CHAPTER III 

METHODOLOGY 

3.1. Research Design   

Research design is defined as a plan, a roadmap and a blueprint strategy of 

investigation conceived, to obtain answers to research questions (Kothari, 2004). In 

the most elementary sense, the research design is the logical sequence that connects 

the empirical data, research questions and conclusions (Yin, 2002). Bryman & Bell 

(2007) stressed that the research design should provide the overall structure and 

orientation of an investigation as well as a framework within which data can be 

collected and analyzed. 

  

 The three approaches of research include either quantitative or qualitative or 

mixed-method of approach (Creswell, 2003). According to Babbie (2010), 

Quantitative research methods emphasize objective measurements and the statistical, 

mathematical, or numerical analysis of data collected through polls, questionnaires, 

and surveys, or by manipulating pre-existing statistical data using computational 

techniques. Quantitative research focuses on gathering numerical data and 

generalizing it across groups of people or to explain a particular phenomenon. 

 

This research study is categorized as quantitative research, which according to 

Bougie & Sekaran (2013) is deductive and according to Fraenkel & Wallen (2003) 

can be classified as either descriptive or experimental research. The purpose of 

quantitative research is to become more familiar with phenomena, to gain new 

insight, and to formulate a more specific research problem or hypothesis. Quantitative 

research involves independent and dependent variables (Hopkins, 2000).  

 

According to Kumar (2011), research designs can be classified into three groups, 

namely cross-sectional studies, before-and-after studies, and longitudinal studies. 

This research study uses the cross-sectional study and a cross-sectional study is 

suitable for the studies that have an objective to find out the prevalence of a 
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phenomenon, situation, problem, attitude, or issue, by taking a cross-section of the 

population (Kumar,2011). In the cross-sectional study, the researcher measures the 

relationship between variables at the same time (Setia, 2016). This study also used a 

time-series study method that involves variables measured repeatedly at regular 

intervals over time (Salkind, 2010). The objectives of this study are to examine the 

impact of financial leverage affect the firm’s value of non-financial listed companies.   
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Figure 3.1. Research Design 

 

3.2 Data Collection  

 

 There are two types of data, qualitative and quantitative. Qualitative data 

involves an interpretive and naturalistic approach: “This means that qualitative 

researchers study things in their natural settings, attempting to make sense of, or to 

interpret, phenomena in terms of the meanings people bring to them” (Lincoln,2000). 
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In contrast, Quantitative data involves the type of data that is numerical in nature and 

can be mathematically calculated (Kabir, 2016). This study uses quantitative data. 

According to Aliaga and Gunderson (2002), Quantitative research is an inquiry 

into a social problem, explain phenomena by gathering numerical data that are 

analyzed using mathematically based methods. The data used in this study is 

classified as quantitative data, which means that it is numerical and can be calculated. 

Furthermore, the data that is collected in a quantitative study can be obtained from 

either the primary or secondary sources of data. 

In this study, the data collection derives from secondary data. According to Kabir 

(2016), secondary data refers to data collected from a source that has already been 

published in any form, such as books, records, journals, etc. The secondary data that 

was collected in this study derives from: 

1. Official website of Kompas.com to access the listed companies in the Kompas 

100 index. (https://money.kompas.com/) 

2. Annual reports of the non-financial companies for the financial statements and 

calculation of financial ratios. 

 

3.3 Data Collection Procedure  

3.3.1 Sampling Method  

 To determine the sampling method of this study, three important factors need 

to be considered. The first factor is the observation period of this study, which is from 

the year 2014-2018. The second factor is the list of companies that are consistently 

listed in the Kompas 100 index during the observation period ending August-January 

update. Another criterion that is taken into account is that the list of companies has to 

be non-financial, since companies in the banking industry have very unpredictable 

levels of leverage because they borrow capital in order to lend to customers. Hence, 

firms in the financial companies are not used as a sample here.  

https://money.kompas.com/
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 Based on the information stated above, non-probability sampling is the most 

suitable sampling method for this study. According to Showkat and Parveen (2017), 

the non-probability sampling technique uses non-randomized methods to draw the 

sample. Non-probability sampling method mostly involves judgment. Instead of 

randomization, subjective judgment selects those who can provide the most relevant 

and easiest information to achieve the objective of the study.  

3.3.2 Research Population and Samples  

 A population is a well-defined collection of individuals or objects that have 

similar characteristics and are used as the main focus of a research query. Sampling 

refers to the process of selecting research subjects from the population of interest in 

such a way that they are representative of the whole population (Sykes et al., 2016).  

The population of this study follows the criteria, which is that all of the non-

financial companies that are listed in the Kompas 100 index during the observation 

period from 2014-2018. From this population, the sample will be narrowed down to 

the non-financial companies that are consistently listed in the Kompas 100 index 

during the observation period of 2014-2018 (August-January Updated). Since the 

Kompas 100 index is updated every 6 months (every February and August), it is 

found that only 29 companies have matched the criteria mentioned above.  
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Table 3.1. Research Sample 

No Industry Sector 
Company 

Code 
Company Name 

1 Agriculture LSIP PP London Sumatra Indonesia Tbk. 

2 
Chemical Industry 

CPIN Charoen Pokphand Indonesia Tbk 

3 INTP Indocement Tunggal Prakarsa Tbk 

4 
Consumer Goods 

KLBF Kalbe Farma Tbk. 

5 UNVR Unilever Indonesia TbkC 

6 

Infrastructure & 

Transportation 

EXCL XL Axiata Tbk. 

7 ISAT Indosat Tbk. 

8 JSMR Jasa Marga (Persero) Tbk. 

9 PGAS Perusahaan Gas Negara Tbk. 

10 TLKM 
Telekomunikasi Indonesia (Persero) 

Tbk. 

11 

Mining 

ADRO Adaro Energy Tbk. 

12 ANTM Aneka Tambang Tbk. 

13 INCO  Vale Indonesia Tbk. 

14 ITMG Indo Tambangraya Megah Tbk. 

15 
Miscellaneous Industry 

ASII Astra International Tbk. 

16 SRIL Sri Rejeki Isman Tbk 

17 

Property & Construction 

APLN Agung Podomoro Land Tbk 

18 BEST Bekasi Fajar Industrial Estate Tbk. 

19 PWON Pakuwon Jati Tbk. 

20 WIKA Wijaya Karya (Persero) Tbk 

21 WSKT Waskita Karya (Persero) Tbk. 

22 

Trade, Service & 

Investment 

ACES Ace Hardware Indonesia Tbk 

23 AKRA AKR Corporindo Tbk. 

24 BHIT MNC Investama Tbk. 

25 BMTR Global Mediacom Tbk. 

26 MNCN Media Nusantara Citra Tbk. 

27 RALS Ramayana Lestari Sentosa Tbk.  

28 SCMA Surya Citra Media Tbk. 

29 UNTR United Tractors Tbk. 

 

3.4. Measurement of Variables 

Variable is simply defined as something that takes on different values; it is 

something that varies (Bhopal, 2002; Kerlinger, 1973). Within the context of 
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research, a variable may be defined as ‘‘an empirical phenomenon that takes on 

different values or intensities’’ (Ellis, 1998). The variables used in this study includes 

independent, dependent and control variable.  

 

3.4.1. Independent Variable 

 Independent Variable is the variable that is stable and unaffected by the other 

variables that are measured and it also functions as the presumed cause (Cramer & 

Howitt, 2004). This means that it is the variable that has a positive or negative effect 

on the dependent variable. The independent variable used in this study is financial 

leverage, which is measured by using the Debt Equity Ratio and Debt Asset Ratio 

 

1. Debt to Equity Ratio  

The formula to calculate Debt Equity Ratio is as follows:  

 

DER 𝑖,𝑡 = 
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡 i,t  

𝑇𝑜𝑡𝑎𝑙 𝐸𝑞𝑢𝑖𝑡𝑦 i,t  
    (3.1.) 

where, 

DER𝑖,𝑡 = Debt to Equity Ratio of company i at period of t time 

Total Debt 𝑖,𝑡 = Total Debt of company i at period of t time 

Total Equity 𝑖,𝑡 = Total Equity of company i at period of t time  

 

Debt to Equity Ratio (DER) measures the degree to which a company is 

financing its operations through debt versus its equity. In other words, it 

reflects the ability of the company’s equity to cover all of the outstanding 

debts that the business has incurred, in the event of a business downturn. For 

example, a company’s DER is 0.85, this means that the liabilities are 85% of 

stockholder’s equity that is used to finance the assets. DER may vary from 

industry to industry. 
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2. Debt to Asset Ratio 

The formula used to calculate Debt to Asset Ratio is as follows: 

DAR 𝑖, 𝑡 = 
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡 i,t  

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡 i,t  
    (3.2.) 

where, 

DAR𝑖,𝑡 = Debt to Asset Ratio of company i at period of t time 

Total Debt 𝑖,𝑡 = Total Debt of company i at period of t time 

Total Asset 𝑖,𝑡 = Total Asset of company i at period of t time  

 

Debt to Asset Ratio (DAR) is a leverage ratio that measures the total amount 

of debt relative to the assets owned by a company. With DAR, analysts can 

compare the leverage of one company with another company in the same 

industry. With the results of DAR, they are able to identify how financially 

stable a company is. For example, a company’s DAR is 0.60, this means that 

the liabilities are 60% of total assets owned by the company. 

3.4.2. Dependent Variable 

 Dependent Variable I s the variable that depends on other factors that are 

measured. The Dependent variable is expected to change as a result of an 

experimental manipulation of the independent variable or variables and it functions as 

the presumed effect (Cramer & Howitt, 2004). The dependent variables that are used 

in this study is firm’s value, which is measured by using the financial ratios as 

follows: 

 

1. Tobin’s Q 

The Tobin's Q ratio is a measure of firm assets concerning a firm's market 

value. According to Ali, K.A. (2013), the formula to calculate Tobin's Q is as 

follows: 

 

𝑇𝑖,𝑡= 
 𝑇𝑜𝑡𝑎𝑙 𝑀𝑎𝑟𝑘𝑒𝑡 𝑉𝑎𝑙𝑢𝑒𝑖,𝑡

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡 𝑉𝑎𝑙𝑢𝑒𝑖,𝑡−1 
    (3.3.) 
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where, 

T𝑖,𝑡 = Tobin’s Q of company i at period of t time 

Total Market Value 𝑖,𝑡 = Total Market Value of company i at period of t time 

Total Asset Value 𝑖,𝑡-1 = Total Asset Value of company i at period of t-1 time  

  

Tobin’s Q expresses the relationship between market value and intrinsic value 

and it aids in estimating whether a certain company or market is overvalued or 

undervalued. For example, a low Tobin’s Q (between 0 and 1) implies that the 

cost to replace a firm’s assets is greater than that of its sock. In contrast, a high 

Tobin’s Q (greater than 1) implies that a firm’s stock is more expensive than 

the replacement cost of its assets, also implying that the stock is overvalued. 

Put simply, when the Tobin’s Q ratio is between 0 and 1 (low Tobin’s Q), it 

costs more to replace a firm’s assets than what the firm is worth. When 

Tobin’s Q is greater than 1 (High Tobin’s Q), the firm is worth more than the 

cost of its assets. Since the Tobin’s Q insists that the firms should be worth 

more than what their assets are worth, anything greater than 1 indicates that 

the company is overvalued.  

 

2. Enterprise Value/EBITDA 

EV/EBITDA is used to compare the entire value of a business with the 

amount of EBITDA it earns on an annual basis.  EV/EBITDA also indicates to 

investors how many times they have to pay the EBITDA, if were they to 

acquire the entire business. The formula to calculate Enterprise 

Value/EBITDA is as follows: 

 

𝐸𝑉/𝐸𝐵𝐼𝑇𝐷𝐴i,t =
𝐸𝑛𝑡𝑒𝑟𝑝𝑟𝑖𝑠𝑒 𝑉𝑎𝑙𝑢𝑒𝑖,𝑡

𝐸𝐵𝐼𝑇𝐷𝐴𝑖,𝑡
    (3.4.) 

Where,  

𝐸𝑉/𝐸𝐵𝐼𝑇𝐷𝐴i,t= Enterprise Value/EBITDA of company i at period of t time 

𝐸𝑛𝑡𝑒𝑟𝑝𝑟𝑖𝑠𝑒 𝑉𝑎𝑙𝑢𝑒𝑖,𝑡 = Enterprise Value of company i at period of t time 
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𝐸𝐵𝐼𝑇𝐷𝐴𝑖,𝑡  = Earnings before Income, tax, depreciation and amortization of 

company i at period of t time 

 

EV/EBITDA is used to compare the value of the firm, with debt included, to the 

company’s cash earnings less non-cash expenses. EV/EBITDA with values below 

10 are seen as healthy but sometimes the comparison of relative values among 

companies within the same industry is the best way for investors to determine 

companies with the healthiest EV/EBITDA within a specific sector. 

 

3. Earnings Yield 

According to KenFaulkenberry (2018), The earnings yield refers to the 

earnings per share for the most recent 12-month period divided by the current 

market price per share. The formula for Earnings Yield is as follows: 

 

𝐸𝑌𝑖,𝑡 =  
  𝐸𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒𝑖,𝑡 

𝑆𝑡𝑜𝑐𝑘 𝑃𝑟𝑖𝑐𝑒 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒𝑖,𝑡 
    (3.5.) 

where, 

𝐸𝑌𝑖,𝑡= EY of company i at period of t time 

𝑆𝑡𝑜𝑐𝑘 𝑃𝑟𝑖𝑐𝑒 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒𝑖,𝑡 = Stock Price of company i at period of t time 

𝐸𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑝𝑒𝑟 𝑠ℎ𝑎𝑟𝑒𝑖,𝑡 = EPS of company i at period of t time 

 

The result of this figure is expressed as a percentage (%). The earnings yield 

shows the percentage of how much a company earned per share. This yield is 

used by many investment managers to determine optimal asset allocations and 

is used by investors to determine which assets seem underpriced or 

overpriced. 

 

The remaining dependent variables that are used in this study is stock 

performance, which is measured by using the financial ratios as follows: 
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4. Stock Return 

Stock Return is the actual return of an investment over a certain period. The 

formula to calculate Stock Return is as follows: 

𝑆𝑅𝑖,𝑡 = 
𝑆𝑃𝑖,𝑡  − 𝑆𝑃𝑖,𝑡−1

𝑆𝑃𝑖,𝑡−1
         (3.6.) 

where, 

𝑆𝑅𝑖,𝑡= Stock Return of company i at period of t time 

𝑆𝑃𝑖,𝑡  = Stock Price of company i at period of t time 

𝑆𝑃𝑖,𝑡−1 = Stock Price of company i at period of t-1 time  

 

5. Stock Risk 

Stock risk is the risk related to the stock market as a whole. It is calculated by 

using the Beta of the company or the Total Risk of the company. This study 

will use the Beta to calculate the stock. The formula to calculate Stock Risk 

using Beta is as follows: 

  

𝑆𝑅𝑖𝑠𝑘𝑖,𝑡 = 
𝑐𝑜𝑣(𝑟𝑠,𝑟𝑚)𝑖,𝑡   

var (𝑟𝑚)𝑖,𝑡
        (3.7.) 

where, 

𝑆𝑅𝑖𝑠𝑘𝑖,𝑡= Stock Risk of company i at period of t time 

𝑐𝑜𝑣(𝑟𝑠, 𝑟𝑚)𝑖,𝑡  = covariance of the stock and market  

var (𝑟𝑚)𝑖,𝑡  = variance of the market. 

 

6. Stock Risk Adjusted Return 

Stock Risk Adjusted Return is essentially how much return the investment 

makes relative to the amount of risk the investment has. In general, risk-

adjusted returns are represented as numbers or ratings and in most cases, a 

risk-adjusted return applies to investment funds, individual securities, and 

portfolios. Risk-adjusted returns measures risk management and how well the 

risk performs or pays off. In order to calculate risk adjusted return, Sharpe 

Ratio or Treynor Ratio can be used. However, this study will use the Sharpe 
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Ratio to calculate the Risk-Adjusted Return. The formula to calculate Stock 

Risk-Adjusted Return using Sharpe Ratio is as follows: 

𝑅𝐴𝑅𝑖,𝑡 = 
𝑅𝑃𝑖,𝑡  − 𝑅𝐹𝑖,𝑡

σ𝑖,𝑡
        (3.8.) 

where, 

𝑅𝐴𝑅𝑖,𝑡= Stock Risk Adjusted Return of company i at period of t time 

𝑅𝑃𝑖,𝑡  = Return of Portfolio of company i at period of t time 

𝑅𝑃𝑖,𝑡  = Risk-free rate of company i at period of t time 

σ𝑖,𝑡  = Standard Deviation of the portfolio of company i at period of t time 

  

3.4.3. Control Variables 

In the research conducted by Ali, A.K (2013), The firm’s value is affected by a 

certain number of control variables that are firm size, firm age, liquidity. This 

research study will use the following control variables: 

 Liquidity 

Liquidity is essentially used to assess the company's ability to meet its 

obligations in the short term, where it measures the firm’s ability to pay all 

short-term financial obligations at maturity using the current assets of the 

company. A higher current ratio describes that the company has more funds 

available to pay its obligations. If the firm is liquid, then the investors will 

have a positive perception of the company as it is considered able to meet its 

financial obligations on time. The positive perception of the investor will 

cause the value of the company to increase.  

Liquidity is measured by the ratio of current assets to current liabilities.  

 

  Sales Growth  

Sales growth indicates the results of the previous success of the investment 

period. The company can be said to experience growth if there is a consistent 

increase of activity during its operation and the company's sales growth is 

understood as an increase in sales from year to year, or as an indicator of 
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increased market share of the company. Similar to liquidity, a higher growth 

prospect will result to a positive perception from the investors, which will 

also cause an increase in the value of the company.  

Sales Growth is measured by (Sales current year – Sales previous year/ Sales 

previous year)  

 

 Fixed Asset Ratio 

These are assets which are purchased for long-term use and are not likely to 

be converted quickly into cash, such as land, buildings, and equipment. Firms 

need fixed assets as collateral to raise the desired optimal debt that maximizes 

firm value. To secure long-term debt, fixed assets are required as collateral by 

creditors. 

 

 Market Return 

The return on the overall theoretical market portfolio which includes all 

assets and having the portfolio weighted for value. 

3.5 Techniques of Data Analysis  

Data Analysis is the process of systematically applying statistical and/or 

logical techniques to describe and illustrate, condense and recap, and evaluate data. 

According to Shamoo and Resnik (2003), various analytic procedures “provide a way 

of drawing inductive inferences from data and distinguishing the signal (the 

phenomenon of interest) from the noise (statistical fluctuations) present in the data”.  

The techniques of data analysis are the methods used to transform the 

collected data collected data into information that can be utilized in order to solve 

problems. In data analysis, there are four steps that need to followed, first is to get the 

data ready for analysis, second is to get a sense of the data, third is to test the 

goodness of the data, and fourth is to test the formulated hypotheses (Bougie & 

Sekaran, 2013).  
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To analyze the data in this study, the software used are Microsoft Excel and 

EViews. EViews is a software developed by Quantitative Micro Software (QMS) that 

offers various tools, such as statistical and econometric tools that can be utilized to 

analyze cross-sectional, time series, and panel data. 

3.5.1 Descriptive Statistics 

According to Kaur et al., (2018), Descriptive statistics are normally used to 

summarize data in an organized manner by describing the relationship between 

variables in a sample or population. Descriptive statistics include types of variables 

(nominal, ordinal, interval, and ratio) as well as measures of frequency, central 

tendency, dispersion/variation, and position. In other words, descriptive statistics 

condense data into a simpler summary and it is used to analyze data and making 

conclusions.  

3.5.1.1 Mean  

Mean is the average value of a group of numbers or a data set. Mean can 

prove to be an effective tool when comparing different sets of data. (Sykes et al., 

2016). The mean value can be calculated by dividing the sum of the set of data by the 

number of values, and the result is the mean/average. The formula for calculating 

mean is as follows:  

  �̅� = 
𝑋1+𝑋2+ 𝑋3 + … +𝑋𝑛 

𝑛
 = 

∑ 𝑋𝑖
𝑛
𝑖=1

𝑛
   (3.9.) 

 

where,  

�̅�= The symbol for mean (pronounced as X bar)  

X1 + X2 + X3 + X𝑛 = Value of i th item X, i = 1, 2, …, n  

∑ 𝑋𝑖
𝑛
𝑖=1  = Sum of the value  

n = Total number of items 
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3.5.1.2 Standard Deviation  

The standard deviation is a statistic that measures the dispersion of a dataset 

relative to its mean and is calculated as the square root of the variance and it provides 

insight into how much variation there is within a group of values. (Sykes et al., 2016). 

In simple terms, the standard deviation is a measure to quantify the amount of 

variation or dispersion of a data set and it is the deviation from the group’s mean or 

average. The formula of standard deviation is as follows:  

σ = √
√∑(𝑋𝑖 − �̅� )2

𝑛
     (3.10.) 

 

where,  

σ = The symbol for standard deviation (pronounced as sigma)  

�̅�= Mean  

𝑋i = Value of i th item X 

n = Total number of items 

3.5.1.3. Correlation Coefficient  

Correlation coefficient is a statistical method used to assess a possible linear 

association between two continuous variables. (Mukaka 2012). The 

formula of correlation is: 

𝑟𝑥𝑦 = 
𝐶𝑜𝑣 (𝑥,𝑦)  

𝜎𝑥𝜎𝑦
     (3.11) 

where, 

𝑟𝑥𝑦= correlation of variables x and y 

Cov (x,y) = covariance between x and y 

σx = standard deviation of x 

σy = standard deviation of y 
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The values of the correlation coefficient range between -1.0 and 1.0. When the 

value of the correlation is -1.0, it means the correlation is a perfect negative 

correlation. A perfect negative correlation indicates the two variables will move in 

opposite direction, in which as one variable increases, the other one will decrease.  

On the other hand, when the value of the correlation is 1.0, it means the 

correlation is a perfect positive correlation. A perfect positive correlation indicates 

the two variables will move in the same direction, in which as one variable increase, 

the other variable will also increase. When the value of the correlation is 0.0, it 

means there is no linear relationship between the movement of the two variables. 

In addition, when the value of the correlation is greater than 1.0 or less than -1.0, it 

means there was an error in the correlation measurement. 

 

In terms of the strength of the relationship between the two variables, the 

degree is based on the value of the correlation coefficient. For instance, if a value 

of correlation is 0.4, it means the correlation is a positive correlation between two 

variables, however, the correlation is weak. The correlation coefficient can be shown 

in a table, which is called as correlation matrix. 

 

In order to perform hypothesis testing, the correlation coefficient uses 

following hypothesis: 

 

𝐻0: 𝑟𝑖𝑗 = 0 

𝐻𝑎: 𝑟𝑖𝑗 ≠ 0 

 

There are two criteria that are used to measure the aforementioned hypotheses: 

a. If p-value < significance level of 0.05, the 𝐻0 is rejected = There is a 

significant linear relationship or correlation between i and j 

b. If p-value > significance level of 0.05, the 𝐻0 is accepted = There is no 

significant linear relationship or correlation between i and j 
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3.5.1.4. Beta 

Beta is a measure of a stock's volatility in relation to the market as it measures 

the exposure of risk that a particular stock or sector has in relation to the market. To 

identify the systematic risk of a portfolio, a beta will prove useful. The formula for 

calculating Beta is as follows: 

𝐵𝑒𝑡𝑎  = 
𝑐𝑜𝑣(𝑟𝑠,𝑟𝑚)𝑖,𝑡   

var (𝑟𝑚)𝑖,𝑡
        (3.12.) 

where, 

𝑐𝑜𝑣(𝑟𝑠, 𝑟𝑚)𝑖,𝑡  = covariance of the stock and market  

var (𝑟𝑚)𝑖,𝑡  = variance of the market. 

 

3.5.1.5. Sharpe Ratio 

The Sharpe ratio is a ratio that is used to help investors analyze the return of 

an investment portfolio against the risk. It was developed by William F. Sharpe. The 

ratio is the average return earned in excess of the risk-free rate per unit of volatility 

(price fluctuations of an asset or portfolio) or total risk. To elaborate the results of this 

ratio, the greater the value of the Sharpe ratio, the more attractive the risk-adjusted 

return. The formula for Sharpe Ratio is as follows: 

 

𝑆ℎ𝑎𝑟𝑝𝑒 𝑅𝑎𝑡𝑖𝑜 = 
𝑅𝑃𝑖,𝑡  − 𝑅𝐹𝑖,𝑡

σ𝑖,𝑡
        (3.13.) 

where, 

𝑅𝑃𝑖,𝑡  = Return of Portfolio of company i at period of t time 

𝑅𝑃𝑖,𝑡  = Risk-free rate of company i at period of t time 

σ𝑖,𝑡  = Standard Deviation of the portfolio of company i at period of t time 

 

3.5.2 Regression with Panel Data 

3.5.2.1 Regression   

Regression analysis allows market researchers to analyze relationships 

between one independent and one dependent variable. In marketing applications, the 
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dependent variable is usually the outcome that businesses need to know, for example: 

sales, while the independent variables are the instruments, we have to achieve those 

outcomes with for example: pricing or advertising. Regression analysis can provide 

insights that few other techniques can (Mooi, 2014). 

 

Regression can also help identify the correlation between variables, resulting 

to either a positive or a negative correlation. When two variables have a positive 

correlation, this indicates that both of the variables move in the same direction, while, 

a negative correlation indicates that when one variable increases as the other 

decreases, and vice versa. 

 

 In regression, there is simple regression and multiple linear regression 

analysis. According to Kothari (2004), The simple regression analysis is used to 

analyze how one independent variable affects the behavior of one dependent variable. 

Meanwhile, the multiple linear regression analysis is used to explain the relationship 

between two or more than two independent variables and one dependent variable. 

This study will use multiple linear regression analysis. Equation of the multiple linear 

regression is as follows: 

 

𝑌𝑖𝑡  = 𝛽0 + 𝛽1𝑋1
2

,𝑖𝑡 + 𝛽2𝑋2,𝑖𝑡  + … +𝛽𝑛𝑋𝑛,𝑖𝑡  +  𝜀𝑖𝑡   (3.14a) 

 

MODEL 1 

Specifically, the equation of regression for this study can be outlined as follows: 

𝑇𝑖𝑡  = 𝛽0 + 𝛽1𝐷𝐸𝑅2
 𝑖𝑡 + 𝛽2𝐷𝐸𝑅 𝑖𝑡  + 𝛽3𝐿𝐼𝑄 𝑖𝑡  ++ 𝛽4𝐹𝐴𝑅 𝑖𝑡  + 𝛽5𝑆𝐺𝑅 𝑖𝑡  +𝛽5𝑀𝑅 𝑖𝑡 + 𝜀𝑖𝑡  

(3.14b) 

𝐸𝑉/𝐸𝐵𝐼𝑇𝐷𝐴𝑖𝑡  = 𝛼0 + 𝛼1𝐷𝐸𝑅2
 𝑖𝑡  +  α2𝐷𝐸𝑅 𝑖𝑡 + 𝛼3𝐿𝐼𝑄 𝑖𝑡 + 𝛼4𝐹𝐴𝑅 𝑖𝑡  + 𝛼5𝑆𝐺𝑅 𝑖𝑡 + 

𝛼5𝑀𝑅 𝑖𝑡  + 𝜖𝑖𝑡      (3.14c) 

𝐸𝑌𝑖𝑡  = 𝛾0 + 𝛾1𝐷𝐸𝑅2
 𝑖𝑡 + 𝛾2𝐷𝐸𝑅 𝑖𝑡  + 𝛾3𝐿𝐼𝑄 𝑖𝑡  + 𝛾4𝐹𝐴𝑅 𝑖𝑡  + 𝛾5𝑆𝐺𝑅 𝑖𝑡  + 𝛾5𝑀𝑅 𝑖𝑡  + 𝜃𝑖𝑡   

 (3.14d) 
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𝑆𝑅𝑖𝑡  = 𝛿0 + 𝛿1𝐷𝐸𝑅2
 𝑖𝑡  + 𝛿2𝐷𝐸𝑅 𝑖𝑡 + 𝛿3𝐿𝐼𝑄 𝑖𝑡 + 𝛿4𝐹𝐴𝑅 𝑖𝑡  + 𝛿5𝑆𝐺𝑅 𝑖𝑡  + 𝛿5𝑀𝑅 𝑖𝑡  + 𝜌𝑖𝑡  

(3.14e) 

𝑆𝑅𝑖𝑠𝑘𝑖𝑡  = 𝜔0 + 𝜔1𝐷𝐸𝑅2
 𝑖𝑡  + 𝜔2𝐷𝐸𝑅 𝑖𝑡 + 𝜔3𝐿𝐼𝑄 𝑖𝑡 + 𝜔4𝐹𝐴𝑅 𝑖𝑡 + 𝜔5𝑆𝐺𝑅 𝑖𝑡 + 𝜔5𝑀𝑅 𝑖𝑡 

+𝜏𝑖𝑡 (3.14f) 

𝑅𝐴𝑅𝑖𝑡  = 𝜑0 + 𝜔1𝐷𝐸𝑅2
 𝑖𝑡  + 𝜔2𝐷𝐸𝑅 𝑖𝑡  + 𝜔3𝐿𝐼𝑄 𝑖𝑡 + 𝜔4𝐹𝐴𝑅 𝑖𝑡 + 𝜔5𝑆𝐺𝑅 𝑖𝑡  + 𝜔5𝑀𝑅 𝑖𝑡 +

𝜋𝑖𝑡  (3.14g) 

 

MODEL 2 

𝑇𝑖𝑡  = 𝛽0 + 𝛽1𝐷𝐴𝑅2
 𝑖𝑡 + 𝛽2𝐷𝐴𝑅 𝑖𝑡  + 𝛽3𝐿𝐼𝑄 𝑖𝑡 + 𝛽4𝐹𝐴𝑅 𝑖𝑡  + 𝛽5𝑆𝐺𝑅 𝑖𝑡  +𝛽5𝑀𝑅 𝑖𝑡  + 𝜀𝑖𝑡   

(3.14h) 

𝐸𝑉/𝐸𝐵𝐼𝑇𝐷𝐴𝑖𝑡  = 𝛼0 + 𝛼1𝐷𝐴𝑅2
 𝑖𝑡  +  α2𝐷𝐴𝑅 𝑖𝑡 + 𝛼3𝐿𝐼𝑄 𝑖𝑡  + 𝛼4𝐹𝐴𝑅 𝑖𝑡  + 𝛼5𝑆𝐺𝑅 𝑖𝑡 + 

𝛼5𝑀𝑅 𝑖𝑡  + 𝜖𝑖𝑡    (3.14i) 

𝐸𝑌𝑖𝑡  = 𝛾0 + 𝛾1𝐷𝐴𝑅2
 𝑖𝑡 + 𝛾2𝐷𝐴𝑅 𝑖𝑡  + 𝛾3𝐿𝐼𝑄 𝑖𝑡 +  𝛾4𝐹𝐴𝑅 𝑖𝑡 +  𝛾5𝑆𝐺𝑅 𝑖𝑡    

 +  𝛾5𝑀𝑅 𝑖𝑡  +  𝜃𝑖𝑡  (3.14j) 

𝑆𝑅𝑖𝑡  = 𝛿0 + 𝛿1𝐷𝐴𝑅2
 𝑖𝑡  + 𝛿2𝐷𝐴𝑅 𝑖𝑡  + 𝛿3𝐿𝐼𝑄 𝑖𝑡 𝐿𝐼𝑄 𝑖𝑡  + 𝛿4𝐹𝐴𝑅 𝑖𝑡  +  𝛿5𝑆𝐺𝑅 𝑖𝑡  +

𝛿5𝑀𝑅 𝑖𝑡  + 𝜌𝑖𝑡   (3.14k) 

𝑆𝑅𝑖𝑠𝑘𝑖𝑡  = 𝜔0 + 𝜔1𝐷𝐴𝑅2
 𝑖𝑡  + 𝜔2𝐷𝐴𝑅 𝑖𝑡  + 𝜔3𝐿𝐼𝑄 𝑖𝑡 + 𝜔4𝐹𝐴𝑅 𝑖𝑡 + 𝜔5𝑆𝐺𝑅 𝑖𝑡 + 𝜔5𝑀𝑅 𝑖𝑡 

+𝜏𝑖𝑡  (3.14l) 

𝑅𝐴𝑅𝑖𝑡  = 𝜑0 + 𝜔1𝐷𝐴𝑅2
 𝑖𝑡  + 𝜔2𝐷𝐴𝑅 𝑖𝑡   +𝜔3𝐿𝐼𝑄 𝑖𝑡 +  𝜔4𝐹𝐴𝑅 𝑖𝑡  +   𝜔5𝑀𝑅 𝑖𝑡 +

𝜋𝑖𝑡 (3.14m) 

 

 

where, 

𝑇𝑖𝑡  = Tobin’s Q of company i at period of t time 

𝐸𝑉/𝐸𝐵𝐼𝑇𝐷𝐴𝑖𝑡  = Enterprise Value/EBITDA of company i at period of t time 

𝐸𝑌𝑖𝑡  = Earnings Yield of company i at period of t time 

𝑆𝑅𝑖𝑡  = Stock Return of company i at period of t time 
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𝑆𝑅𝑖𝑠𝑘𝑖𝑡  = Stock Risk of company i at period of t time 

𝑅𝐴𝑅𝑖𝑡  = Risk Adjusted Return of company i at period of t time 

𝐷𝐴𝑅𝑖𝑡  = Debt Asset Ratio of company i at period of t time 

𝐷𝐸𝑅 𝑖𝑡 = Debt Equity Ratio of company i at period of t time 

𝐿𝐼𝑄 𝑖𝑡  = Liquidity of company i at period of t time 

𝐴𝑔𝑒 𝑖𝑡  = Age of company i at period of t time 

𝐹𝐴𝑅 𝑖𝑡  = Fixed Asset Ratio  of company i at period of t time 

𝑆𝐺𝑅 𝑖𝑡  = Sales Growth of company i at period of t time 

𝑀𝑅 𝑖𝑡  = Market Return at period of t time 

3.5.2.2 Panel Data and Panel Data Regression  

 Panel data, otherwise known as longitudinal data or cross-sectional time-series 

data, refers to the pooling of observations on a cross-section of, say, firms, countries, 

etc., over several time periods (Baltagi 2005). The panel data is obtained from a 

number of observations over time on a number of cross-sectional units and with 

repeated observations of enough cross-sections, panel analysis permits the researcher 

to study the dynamics of change with short time series. The combination of time 

series with cross-sections can enhance the quality and quantity of data in ways that 

would be impossible using only one of these two dimensions (Gujarati, 2003). 

Panel data is referred to as a balanced panel data if each of the cross-sectional 

unit has the same number of time observations. On the other hand, a panel data is 

referred to as an unbalanced panel data if each of the cross-sectional unit has different 

number of time observations. The panel data in this study can be referred to as a 

balanced panel data because the number of the cross-sectional units is 47 companies 

consistently listed in the Kompas 100 index and the observation period is from the 

year of 2014-2018.  

 Panel data by blending the inter-individual differences and intra-individual 

dynamics have several advantages over cross-sectional or time-series data: The first 

one is more accurate inference of model parameters. Panel data usually contain more 

degrees of freedom and more sample variability than cross-sectional data which may 
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be viewed as a panel with T = 1, or time series data which is a panel with N = 1, 

hence improving the efficiency of econometric estimates (Hsiao et al., 1995). The 

second advantage is greater capacity for capturing the complexity of human behavior 

than a single cross-section or time series data. These include: constructing and testing 

more complicated behavioral hypotheses, controlling the impact of omitted variables, 

and Generating more accurate predictions for individual outcomes by pooling the data 

rather than generating predictions of individual outcomes using the data on the 

individual in question. 

3.5.3. Model Structure 

 There are several types of panel data models that need to be considered before 

conducting the panel data regression. Each of these panel data models have a different 

effect and require proper selection based on the suitability of the nature of the 

variables in this study. The three model structures in panel data regression are 

Common Effect Model, Fixed-Effect Model, and Random-Effect Model. 

3.5.3.1. Common Effect Model 

Common Effect Model is a panel data model approach that combines time 

series and cross data section as a single unit without looking into the differences 

between time and individuals (Widarjono, 2007). Since the Common Effect model 

ignores differences in individual dimensions or time, the most common approach 

used is the Ordinary Least Square (OLS) method. (Baltagi, 2005). The equation for 

the common-effect model is as follows: 

 𝑌𝑖𝑡 = 𝛼 +𝑥𝑖𝑡
′ 𝛽+𝑒𝑖𝑡   (3.15) 

i = 1, …, n 

t =1, …, T 

where,  

𝑌𝑖𝑡 : The Dependent Variable of the cross-sectional units over the time periods 

observed 
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𝑥𝑖𝑡
′  : The Independent and Control Variables of the cross-sectional units over the time 

periods observed  

𝛼: The regression model intercept 

𝛽: The slope coefficient 

 𝑒𝑖𝑡: The error component of the observed cross-sectional units and time period 

 n: The number of observed cross-sectional units  

T: The number of observed time periods  

3.5.3.2. Fixed-Effect Model 

The Fixed Effect model approach assumes that the intercepts of each individual are 

different while the slope between individuals is fixed (the same). This technique uses 

dummy variables to capture intercept differences between individuals. (Widarjono, 

2007). In order to estimate the Fixed Effects Model with different intercept between 

individuals, the dummy variable technique is used. Such estimation models are often 

referred to as the Least Squares Dummy Variable technique or abbreviated LSDV 

(Zulfikar, 2018). The equation for Fixed-Effect Model is as follows:  

 𝑌𝑖𝑡 = 𝛽𝑋𝑖𝑡+ 𝑎𝑖 +𝑒𝑖𝑡   (3.16) 

i = 1, …, n 

t =1, …, T 

where, 

𝑌𝑖𝑡 = the dependent variable of the cross-sectional units over the time period observed   

𝑋𝑖𝑡 = the independent variable of the cross-sectional units over the time period 

observed  

 𝑎𝑖  = the regression model intercept of the observed cross-sectional units and/or the 

observed time period  

𝛽= slope coefficient  
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𝑒𝑖𝑡 = the error component of the observed cross-sectional units and time period  

n = the number of observed cross-sectional units  

T = the number of observed time period 

3.5.3.3. Random-Effect Model 

Random-Effect Model assumes that each company has different intercepts, 

which intercepts are random or stochastic variables. This model assumes that cross-

sectional units do not have their own fixed intercept. The intercept instead represents 

the mean value of all the intercepts of the cross-sectional units observed (Gujarati, 

2003). Furthermore, there are two error components that are present in the random-

effect model. These error components are the combined cross-section and time-series 

error component and an individual-specific error component. This model is very 

useful if the individuals (entities) taken as a sample are chosen randomly and are 

representative of the population. The equation for the Random-Effect Model is as 

follows:    

 𝑌𝑖𝑡 = 𝛽𝑋𝑖𝑡+ 𝛼 +𝑤𝑖𝑡   (3.17) 

 𝑤𝑖𝑡 = 𝜀𝑖𝑡 + 𝑒𝑖𝑡 

i = 1, …, n 

t =1, …, T 

where,  

𝑌𝑖𝑡 = the dependent variable of the cross-sectional units over the time period observed  

𝑋𝑖𝑡 = the independent variable of the cross-sectional units over the time    period 

observed  

𝛼 = intercept of the regression model  

𝛽 = slope coefficient  

𝑤𝑖𝑡 = combination of two error components, namely 𝜀𝑖𝑡 and 𝑒𝑖𝑡  

𝜀𝑖𝑡 = individual-specific error component  

𝜀𝑖𝑡 = the error component of the observed research sample and time period  
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n = the number of observed cross-sectional units  

T = the number of observed time period 

 

3.5.4. Model Selection 

 In order to select the most suitable panel data model for this study, there are 

several tests that need to be conducted, they are Chow Test, Lagrange Multiplier Test 

and Hausman Test.  

3.5.4.1 Chow Test  

Chow test is used to identify whether panel data regression techniques with the Fixed 

Effect method are better than regression models panel data without dummy variables 

or the Common Effect method (Iqbal, 2015).  

The Chow test used following hypotheses:  

𝐻0: Common-Effect Model is better than Fixed-Effect Model 

𝐻𝑎: Fixed-Effect Model is better than Common-Effect Model  

The two criteria that are used to measure the Chow test hypotheses are: 

a. If p-value < 0.05, it means the 𝐻0 is rejected = Fixed-Effect Model is better 

than Common-Effect Model  

b. If p-value > 0.05, it means the 𝐻0 is not rejected = Common-Effect Model is 

better than Fixed-Effect Model 

 

3.5.4.2 Hausman Test   

Hausman Test is used to test whether the Fixed Effect method and the 

Random Effect method is better in comparison to the Common Effect method. The 

Hausman test is based on the idea that Least Squares Dummy Variables (LSDV) in 

the Fixed Effect and Generalized Least Squares (GLS) methods in the Random Effect 

method is efficient while Ordinary Least Squares (OLS) in the Common Effect 

method is inefficient. On the other hand, alternatives are efficient OLS methods and 

inefficient GLS. Therefore, the first hypothesis test is that the estimation results of the 
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two are not different so that the Hausman test can be done based on differences in 

these estimates. Hausman test statistics follow the Chi-Squares statistical distribution 

with degrees of freedom (df) equal to the number of independent variables. (Iqbal, 

2015) 

The Hausman test used following hypotheses:  

𝐻0: Random-Effect Model is better than Fixed-Effect Model  

𝐻𝑎: Fixed-Effect Model is better than Random-Effect Model 

The two criteria that are used to measure the Hausman test hypotheses are: 

a. If p-value < 0.05, it means the 𝐻0 is rejected = Fixed-Effect Model is better 

than Random-Effect Model 

b. If p-value > 0.05, it means the 𝐻0 is not rejected = Random-Effect Model is 

better than Fixed-Effect Model 

 

3.5.4.3. Lagrange Multiplier Test   

According to Thamrin (2019), the Lagrange multiplier test is used to 

determine whether random-effect model is better than common-effect model. The 

Lagrange multiplier test can be performed if result of the chow test showed that the 

common-effect model is better than the fixed-effect model and if result of the 

Hausman test showed that the random-effect model is better than the fixed-effect 

model.  

The Lagrange multiplier test uses following hypotheses: 

𝐻0: Common-Effect Model is better than Random-Effect Model  

𝐻𝑎: Random-Effect Model is better than Common-Effect Model 

 

 The two criteria that are used to measure the Lagrange Multiplier hypotheses are: 

 a. If p-value < 0.05, it means the H0 is rejected = Random-Effect Model is better 

than Common-Effect Model 
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 b. If p-value > 0.05, it means the H0 is accepted = Common-Effect Model is better 

than Random-Effect Model. 

 

3.5.5 Classical Assumption Test  

The Classical assumption test is a statistical test performed to determine the 

relation between variables. The classical assumption test includes normality test, 

multicollinearity test, heteroscedasticity test, and autocorrelation test. As this is a 

panel data regression, the only classical assumption test that will be conducted is 

multicollinearity test. 

Multicollinearity, or near-linear dependence, is a statistical phenomenon in which two 

or more predictors variables in a multiple regression model are highly correlated 

(Daoud, 2017).  

Multicollinearity can be diagnosed through signs among which the correlation among 

predictors is large. If the correlation is not calculated, the following are signs of 

having the multicollinearity is then the predictor’s coefficients vary from one to 

another model and/or when applying t-test, the coefficient is not significant but put all 

together (F-test) for the whole model it is significant. 

There are some limitations when relying on correlation between pairs of predictors to 

identify multicollinearity. The limitations include the small or large value of 

correlation is subjective and on the field of research, hence why testing the 

multicollinearity requires the indicator known as the variance inflation factors (VIF).  

The VIF is a tool that is used to measure and quantify how much the variance is 

inflated and it is usually calculated by the software as part of regression analysis and 

will appear in VIF column as part of the output. To interpret the value of VIF, if the 

Variance Inflation Factors (VIF) is less than 10 or not exceeding 10, it means there is 

no multicollinearity problem in the regression model (Hair et al., 2010).  
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 3.5.6 Significance Test 

3.5.6.1 Individual Parameter Significance Testing (T-Test)  

Individual parameter significance test (t-test) is used to determine whether an 

individual independent variable has an effect on the dependent variable. The 

hypotheses of the t-test are as follows:  

𝐻0: 𝛽1,𝑡 = 0 

𝐻𝑎: 𝛽1,𝑡 > 0 or 𝛽1,𝑡 < 0  

There are two criteria that are used to measure the aforementioned hypotheses:  

a. If p-value < significance level of 0.05, the 𝐻0 is rejected = There is an 

individual independent variable effect on the dependent variable  

b. If p-value > significance level of 0.05, the 𝐻0 is not rejecte = There is no 

individual independent variable effect on the dependent variable 

 

3.5.6.2 Simultaneous Significance Testing (F-Test)  

Simultaneous significance test (F-test) is used to determine whether all of the 

independent variables have same effect on the dependent variable. The hypotheses of 

the F-test are as follows:  

𝐻0: All parameters = 0  

𝐻𝑎: At least one parameter ≠ 0   

There are two criteria that are used to measure the aforementioned hypotheses: 

a. If p-value < significance level of 0.05, the 𝐻0 is rejected = at least one 

independent variable has an effect on the dependent variable 

b. If p-value > significance level of 0.05, the 𝐻0 is not rejected = not enough 

evidence that independent variable has an effect on the dependent variable  
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3.6. Research Process 

 

 

Figure 3.2.  Research Process 
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CHAPTER IV 

FINDINGS, ANALYSIS, AND DISCUSSION 
 

4.1. Descriptive Statistical Analysis 

 

Descriptive statistics are useful for describing the basic features of the data in the 

study as it provides simple summaries about the sample and the measures. The table 

4.1 below shows the result of descriptive statistics which include Mean, Median, 

Max, Min and Standard Deviation. 

 

Table 4.1. Descriptive Statistics Result 

 

 
 

Based on the Descriptive Statistics Result stated in Table 4.1. above, it is evident that 

the total observations are 580 observations, which is obtained from the 29 companies 

listed in the Kompas100 index during the observation period of 2014-2018. 

Therefore, 29 companies x 5 years x 4 quarters = 580 observations. The table 4.1. 

shows that this study uses 6 dependent variables, 4 independent variables including 

the DARSQ and DERSQ to support the non-linear relationship, and 4 control 

variables.  

 

Aside from the descriptive statistics result stated above, this study also shows the 

correlation coefficient as one of the results of the descriptive statistics. Table 4.2 
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below shows the values of the correlation coefficient, which can be used to measure 

the strength of the relationship between the relative movements of two variables.  

4.1.2. Correlation Coefficient 

Table 4.2. Correlation Matrix 

 

 
 

 

Table 4.2. shows the correlation between the variables that are used in this 

study. Starting with the dependent variables, the first result to look into is Tobin’s Q. 

The correlation between Tobin’s Q and the variable Enterprise Value/EBITDA 

(EVEBITDA), Stock Return (SR), Risk-Adjusted Return (RAR), Liquidity (LIQ), 

and Market Return (MR) are 0.028, 0.132, 0.13, 0.006, 0.006 respectively. This 

means that the correlation between Tobin’s Q and these variables are very weak and 

positive. The correlation between Tobin’s Q and the variable Fixed Asset Ratio 

(FAR) is 0.201, which means that the correlation between these two variables are 

weak and positive.  The correlation between Tobin’s Q and the variable Earnings 

Yield (EY), Stock Risk (SRISK), Debt-Equity Ratio (DER) and (DERSQ), Sales 
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Growth Ratio (SGR) are -0.04, -0.048, -0.17, -0.17, and -0.019 respectively. This 

means that the correlation between Tobin’s Q and these variables are very weak and 

negative. The correlation between Tobin’s Q and the variable Debt-Asset Ratio (DAR 

and DARSQ) are -0.23 and -0.2133, which means that the correlation is weak and 

negative. Aside from the correlation coefficient values, it also could be known that 

the p-value between Tobin’s Q with EVEBITDA ({0.496}, EY {0.271}, SRISK 

{0.243}. DERSQ {0.068}, SGR {0.632}, and MR {0.872} are all greater than 0.05, 

which means the null hypothesis should be accepted, therefore, it could be concluded 

that there is no significant linear relationship between Tobin’s Q and those variables. 

On the other hand, the p-value between Tobin’s Q and the variable SR {0.001}, RAR 

{0.001}, DER {0.000}, DAR {0.000}, DARSQ {0.000}, LIQ {0.000}, FAR {0.000} 

are less than 0.05, it means the null hypothesis should be rejected and it could be 

concluded that there is significant linear relationship between Tobin’s Q and these 

variables.  

 

The second result is the correlation between EVEBITDA and the variable 

Tobin’s Q, Stock Return (SR), Risk-Adjusted Return (RAR), Debt-Asset Ratio 

(DAR) and (DARSQ), Liquidity (LIQ), and Market Return (MR) are 0.028, 0.024, 

0.025, 0.012, 0.006, 0.0006, 0.0008 respectively. This means that the correlation 

between EVEBITDA and these variables are very weak and positive. The correlation 

between EVEBITDA and the variable Earnings Yield (EY), Stock Risk (SRISK), 

Debt-Equity Ratio (DER) and (DERSQ), Sales Growth Ratio (SGR), and Fixed Asset 

Ratio (FAR) are -0.03, -0.018, -0.002, -0.011, -0.01, -0.06 respectively. This means 

that the correlation between EVEBITDA and these variables are very weak and 

negative. Aside from the correlation coefficient values, it also could be known that 

the p-value between EVEBITDA with Tobin’s Q{0.496}, EY{0.394}, SR {0.548}, 

SRISK {0.658}, RAR {0.545}, DER {0.952}, DERSQ {0.784}, DAR {0.756}, 

DARSQ {0.868}, LIQ {0.988}, SGR {0.797}, FAR {0.107}, and MR {0.984}are all 

greater than 0.05, which means the null hypothesis should be accepted, therefore, it 
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could be concluded that there is no significant linear relationship between 

EVEBITDA and those variables. 

  

  

The third result is the correlation between Earnings Yield and the variable 

Stock Return (SR), Risk-Adjusted Return (RAR), Liquidity (LIQ), Sales Growth 

Ratio (SGR), Fixed Asset Ratio (FAR), Market Return (MR) are 0.0011, 0.0007, 

0.073, 0.005, 0.105, 0.082 respectively. This means that the correlation between 

Earnings Yield and these variables are very weak and positive. The correlation 

between Earnings Yield and the variable Tobin’s Q, Enterprise Value/EBITDA 

(EVEBITDA), Stock Risk (SRISK), Debt-Equity Ratio (DER) and Debt-Asset Ratio 

(DERSQ), (DAR) and (DARSQ) are -0.04, -0.03, -0.03, -0.032, -0.03, -0.019, -0.019 

respectively. This means that the correlation between Earnings Yield and these 

variables are very weak and negative. Aside from the correlation coefficient values, it 

also could be known that the p-value between EY with Tobin’s Q{0.271}, 

EVEBITDA{0.394}, SR {0.977}, SRISK {0.368}, RAR {0.986}, DER {0.435}, 

DERSQ {0.395}, DAR {0.637}, DARSQ {0.631}, LIQ {0.078}, SGR {0.890}, and 

FAR {0.010} are all greater than 0.05, which means the null hypothesis should be 

accepted, therefore, it could be concluded that there is no significant linear 

relationship between EY and those variables. On the other hand, the p-value between 

EY and the variable MR {0.047} are less than 0.05, it means the null hypothesis 

should be rejected and it could be concluded that there is significant linear 

relationship between EY and MR.   

 

The fourth result is the correlation between Stock Return and the variable 

Tobin’s Q, Enterprise Value/EBITDA (EVEBITDA), Earnings Yield (EY), Stock 

Risk (SRISK), Debt-Equity Ratio (DER) and (DERSQ), Debt-Asset Ratio (DAR) and 

(DARSQ), Liquidity (LIQ), and Fixed Asset Ratio (FAR) are 0.132, 0.024, 0.011, 

0.009, 0.024, 0.033, 0.002, 0.01, 0.033, 0.162 respectively. This means that the 

correlation between Stock Return and these variables are very weak and positive. The 
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correlation between Stock Return and the variable Market Return (MR) is 0.312, 

which means that the correlation is weak and positive. The correlation between Stock 

Return and the variable Risk-Adjusted Return (RAR) is 0.999, which means that the 

correlation is very strong and positive. The correlation between Stock Return and the 

variable Sales Growth Ratio (SGR) is -0.02, which means that the correlation is very 

weak and negative. Aside from the correlation coefficient values, it also could be 

known that the p-value between SR with EVEBITDA ({0.548}, EY {0.977}, SRISK 

{0.813}, DER{0.550}, DERSQ {0.416}, DAR{0.957}, DARSQ {0.806}, LIQ 

{0.417}, and SGR {0.629} are all greater than 0.05, which means the null hypothesis 

should be accepted, therefore, it could be concluded that there is no significant linear 

relationship between SR and those variables. On the other hand, the p-value between 

SR and the variable Tobin’s Q {0.001}, RAR {0.000}, FAR{0.000}, and MR 

{0.000} are less than 0.05, it means the null hypothesis should be rejected and it 

could be concluded that there is significant linear relationship between SR and these 

variables.  

 

The fifth result is the correlation between Stock Risk and the variable Stock 

Return (SR), Risk-Adjusted Return (RAR), Debt-Equity Ratio (DERSQ), Liquidity 

(LIQ), Sales Growth Ratio (SGR), and Market Return (MR) are 0.009, 0.014, 0.03, 

0.091, 0.031, and 0.129 respectively. This means that the correlation is very weak and 

positive. The correlation between Stock Risk and the variable Tobins Q, Enterprise 

Value/EBITDA (EVEBITDA), Earnings Yield (EY), Debt-Equity Ratio (DER), 

Debt-Asset Ratio (DAR) and (DARSQ), and Fixed Asset Ratio (FAR) are -0.048, -

0.018, -0.03, -0.0002, -0.026, -0.019, and -0.114 respectively. This means that the 

correlation between Stock Risk and these variables are very weak and negative. Aside 

from the correlation coefficient values, it also could be known that the p-value 

between SRISK with Tobin’s Q {0.243}, EVEBITDA{0.658}, EY{0.368}, SR 

{0.813}, RAR {0.726}, DER {0.996}, DERSQ {0.466}, DAR{0.519}, 

DARSQ{0.614}, and SGR {0.443} are all greater than 0.05, which means the null 

hypothesis should be accepted, therefore, it could be concluded that there is no 
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significant linear relationship between SRISK and those variables. On the other hand, 

the p-value between SRISK and the variable LIQ  {0.027}, FAR{0.005}, and MR 

{0.001} are less than 0.05, it means the null hypothesis should be rejected and it 

could be concluded that there is significant linear relationship between SRISK and 

these variables.  

 

 

The sixth result is the correlation between Risk-Adjusted Return and the 

variable Tobin’s Q,  Enterprise Value/ EBITDA (EVEBITDA), Earnings Yield (EY), 

Stock Risk (SRISK), Debt-to Equity Ratio (DER) and (DERSQ), Debt-to Asset Ratio 

(DARSQ), Liquidity (LIQ), Fixed Asset Ratio (FAR) are 0.13, 0.025, 0.0007, 0.014, 

0.022, 0.032, 0.007, 0.037, 0.161 respectively. This means that the correlation 

between Risk-Adjusted Return and these variables are very weak and positive. The 

correlation between Risk-Adjusted Return and Market Return is 0.307, which means 

that the correlation is weak and positive. The correlation between Risk-Adjusted 

Return and Stock Return is 0.999, which means that the correlation is very strong and 

positive. The correlation between Risk-Adjusted Return and the variable Debt-to 

Asset Ratio (DAR) and Sales Growth Ratio (SGR) are -0.0004 and -0.019 

respectively. This means that the correlation between Risk-Adjusted return and these 

variables are very weak and negative. Aside from the correlation coefficient values, it 

also could be known that the p-value between RAR with EVEBITDA{0.545}, 

EY{0.986}, SRISK {0.726}, DER {0.587}, DERSQ{0.433}, DAR{0.990}, 

DARSQ{0.858}, LIQ{0.361}, and SGR{0.637} are all greater than 0.05, which 

means the null hypothesis should be accepted, therefore, it could be concluded that 

there is no significant linear relationship between RAR and those variables. On the 

other hand, the p-value between RAR and the variable Tobins Q {0.000}, SR{0.000}, 

FAR {0.000} and MR {0.000} are less than 0.05, it means the null hypothesis should 

be rejected and it could be concluded that there is significant linear relationship 

between RAR and these variables.  
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The seventh result is the correlation between Debt-Equity Ratio and the 

variable Stock Return (SR) and Risk-Adjusted Return (RAR) are 0.024 and 0.022 

respectively. This means that the correlation between Debt-Equity Ratio and these 

variables is very weak and positive. The correlation between Debt-Equity Ratio and 

the variable Debt-Equity Ratio (DERSQ) and Debt- Asset Ratio (DAR) and 

(DARSQ) are 0.835, 0.896, 0.951 respectively. This means that the correlation 

between Debt-Equity Ratio and these variables are very strong and positive. The 

correlation between Debt-Equity Ratio and the variable Tobin’s Q, Enterprise Value 

(EVEBITDA), Earnings Yield (EY), Stock Return (SR), Stock Risk (SRISK), Sales 

Growth Ratio (SGR), Market Return (MR), and Fixed Asset Ratio are -0.17, -0.002, -

0.032, 0.024, -0.0002, -0.004, -0.002, -0.1206 respectively. This means that the 

correlation between Debt-Equity Ratio and these variables are very weak and 

negative. T. The correlation between Debt-Equity Ratio and the variable Liquidity 

(LIQ) is -0.514, which means that the correlation is moderate and negative. Aside 

from the correlation coefficient values, it also could be known that the p-value 

between DER with EVEBITDA{0.952}, EY{0.435}, SR{0.550}, SRISK{0.996}, 

RAR{0.587}, SGR{0.919}, and MR {0.951} are all greater than 0.05, which means 

the null hypothesis should be accepted, therefore, it could be concluded that there is 

no significant linear relationship between DER and those variables. On the other 

hand, the p-value between DER and the variable Tobins Q {0.000}, DERSQ{0.000}, 

DAR {0.000}, DARSQ {0.000}, FAR {0.000} and LIQ {0.000} are less than 0.05, it 

means the null hypothesis should be rejected and it could be concluded that there is 

significant linear relationship between RAR and these variables.  

 

The eight result is the correlation between DERSQ and the variable Stock 

Return (SR), Stock Risk (SRISK), Risk-Adjusted Return (RAR), and Market Return 

(MR) are 0.033, 0.03, 0.032, 0.017 respectively. This means that the correlation 

between DERSQ and these variables are very weak and positive. The correlation 

between DERSQ and the variable Debt- Asset Ratio (DAR) is 0.556, which means 

that the correlation is moderate and positive. The correlation between DERSQ and the 
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variable Debt- Asset Ratio (DARSQ) is 0.636, which means that the correlation is 

strong and positive. The correlation between DERSQ and the variable Debt-Equity 

Ratio (DER) is 0.835, which means that the correlation is very strong and positive. 

The correlation between DERSQ and the variable Tobin’s Q, Enterprise Value 

(EVEBITDA), Earnings Yield (EY), Sales Growth Ratio (SGR), and Fixed Asset 

Ratio (FAR) are -0.07, -0.011, -0.03, -0.004, -0.120 respectively. This means that the 

correlation between DERSQ and these variables are very weak and negative. The 

correlation between DERSQ and the variable Liquidity (LIQ) is -0.291, which means 

that the correlation is weak and negative. Aside from the correlation coefficient 

values, it also could be known that the p-value between DERSQ with Tobins 

Q{0.068}, EVEBITDA{0.784}, EY{0.395}, SR{0.416}, SRISK{0.466},RAR 

{0.433}, SGR {0.937}, FAR{0.152}, and MR{0.672} are all greater than 0.05, which 

means the null hypothesis should be accepted, therefore, it could be concluded that 

there is no significant linear relationship between DERSQ and those variables. On the 

other hand, the p-value between DERSQ and the variable DER{0.000}, DAR 

{0.000}, DARSQ {0.000}, and LIQ {0.000} are less than 0.05, it means the null 

hypothesis should be rejected and it could be concluded that there is significant linear 

relationship between DERSQ and these variables. 

 

The ninth result is the correlation between Debt-Asset Ratio and the variable 

(EVEBITDA), (SR), (MR) are 0.012, 0.002, 0.0015 respectively. This means that the 

correlation between Debt-Asset Ratio and these variables are very weak and positive. 

The correlation between Debt-Asset Ratio and the variable Debt-Equity Ratio 

(DERSQ) is 0.556, which means that the correlation between Debt-Asset Ratio and 

these variables are moderate and positive. The correlation between Debt-Asset Ratio 

and the variable Debt-Equity Ratio (DER) and Debt-Asset Ratio (DARSQ) 0.896 and 

0.98. This means that the correlation between Debt-Asset Ratio and these variables 

are very strong and positive. The correlation between Debt-Asset Ratio and the 

variable Earnings Yield (EY), Stock Risk (SRISK), Risk-Adjusted Return (RAR), 

Sales Growth Ratio (SGR), and Fixed Asset Ratio (FAR) are, -0.019, -0.026, -0.0004, 
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-0.013, -0.179 respectively. This means that the correlation between Debt-Asset Ratio 

and these variables are very weak and negative. The correlation between Debt-Asset 

Ratio and the variable Tobin’s Q is -0.23, which means that the correlation is weak 

and negative. The correlation between Debt-Asset Ratio and the variable Liquidity 

(LIQ) is -0.62. This means that the correlation between Debt-Asset Ratio and these 

variables are strong and negative. Aside from the correlation coefficient values, it also 

could be known that the p-value between DAR with EVEBITDA{0.756}, 

EY{0.637}, SR{0.957}, SRISK{0.519}, RAR {0.990}, SGR {0.971}, and MR 

{0.753} are all greater than 0.05, which means the null hypothesis should be 

accepted, therefore, it could be concluded that there is no significant linear 

relationship between DAR and those variables. On the other hand, the p-value 

between DAR and the variable Tobins Q {0.000}, DERSQ{0.000}, DER {0.000}, 

DARSQ {0.000}, FAR {0.000} and LIQ {0.000} are less than 0.05, it means the null 

hypothesis should be rejected and it could be concluded that there is significant linear 

relationship between RAR and these variables.  

 

The tenth result is the correlation between DARSQ and the variable Enterprise 

Value/EBITDA (EVEBITDA), Stock Return (SR), Risk-Adjusted Return (RAR), and 

Fixed Asset Ratio (FAR) are 0.006, 0.01, 0.007, 0.155 respectively. This means that 

the correlation between DARSQ and these variables are very weak and positive. The 

correlation between DARSQ and the variable Debt-Equity Ratio (DERSQ) is 0.636, 

which means that the correlation is strong and positive. The correlation between 

DARSQ and the variable Debt-Equity Ratio (DER) and Debt-Asset Ratio (DAR) are 

0.951 and 0.98 respectively. This means that the correlation between DARSQ and 

these variables are very strong and positive. The correlation between DARSQ and the 

variable Earnings Yield (EY), Stock Risk (SRISK), Sales Growth Ratio (SGR), 

Market Return (MR) are -0.019, -0.019, -0.005, -0.011 respectively. This means that 

the correlation between DARSQ and these variables are very weak and negative. The 

correlation between DARSQ and the variable Tobin’s Q is -0.2133, which means that 

the correlation is weak and negative. The correlation between DARSQ and the 
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variable Liquidity (LIQ) is -0.58, which means that the correlation is moderate and 

negative. Aside from the correlation coefficient values, it also could be known that 

the p-value between DARSQ with EVEBITDA{0.868}, EY{0.631}, SR{0.806}, 

SRISK{0.614}, RAR {0.858}, SGR {0.895}, and MR {0.778} are all greater than 

0.05, which means the null hypothesis should be accepted, therefore, it could be 

concluded that there is no significant linear relationship between DARSQ and those 

variables. On the other hand, the p-value between DARSQ and the variable Tobins Q 

{0.000}, FAR {0.000}, DERSQ{0.000}, DER {0.000}, DAR {0.000}, and LIQ 

{0.000} are less than 0.05, it means the null hypothesis should be rejected and it 

could be concluded that there is significant linear relationship between DARSQ and 

these variables. 

 

The eleventh result is the correlation between Liquidity and the variable 

Tobin’s Q, Enterprise Value/EBITDA (EVEBITDA), Earnings Yield (EY), Stock 

Return (SR), Stock Risk (SRISK), Risk-Adjusted Return (RAR), Sales Growth Ratio 

(SGR) are 0.006, 0.0006, 0.073, 0.033, 0.091, 0.037, 0.03 respectively. This means 

that the correlation between Liquidity and these variables are very weak and 

positive.The correlation between Liquidity and the variable Fixed-Asset Ratio (FAR) 

is 0.227, which means that the correlation is weak and positive.The correlation 

between Liquidity and the variable Market Return (MR) is -0.01, which means that 

the correlation is very weak and negative. The correlation between Liquidity and the 

variable Debt-Equity Ratio (DERSQ) is -0.291, which means that the correlation is 

weak and negative. The correlation between Liquidity and the variable Debt-Equity 

Ratio (DER), Debt-Asset Ratio (DARSQ) -0.514 and -0.58 respectively. This means 

that the correlation between Liquidity and these variables are moderate and negative. 

The correlation between Liquidity and the variable Debt-Asset Ratio (DAR) is -0.62, 

which means that the correlation is strong and negative. Aside from the correlation 

coefficient values, it also could be known that the p-value between LIQ with 

EVEBITDA{0.988}, EY{0.078}, SR {0.417}, RAR {0.361}, SGR {0.468}, and MR 

{0.796} are all greater than 0.05, which means the null hypothesis should be 
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accepted, therefore, it could be concluded that there is no significant linear 

relationship between LIQ and those variables. On the other hand, the p-value between 

LIQ and the variable Tobins Q {0.000}, SRISK {0.027}, FAR {0.000}, 

DERSQ{0.000}, DER {0.000}, and DARSQ {0.000} are less than 0.05, it means the 

null hypothesis should be rejected and it could be concluded that there is significant 

linear relationship between LIQ and these variables. 

 

The twelfth result is the correlation between Sales Growth and the variable 

Earnings Yield (EY), Stock Risk (SRISK), Debt-Asset Ratio (DAR), Liquidity (LIQ), 

Fixed-Asset Ratio (FAR) are 0.005, 0.031, 0.0015, 0.03, 0.096 respectively. This 

means that the correlation between Sales Growth and these variables are very weak 

and positive.The correlation between Sales Growth and the variable Tobin’s Q, 

Enterprise Value/EBITDA (EVEBITDA), Stock Return (SR), Risk-Adjusted Return 

(RAR), Debt-Equity Ratio (DER) (DERSQ), Debt-Asset Ratio (DARSQ), Market 

Return(MR) are -0.019, -0.01, -0.02, -0.019, -0.004, -0.003, -0.005, -0.055 

respectively. This means that the correlation between Sales Growth and these 

variables are very weak and negative. Aside from the correlation coefficient values, it 

also could be known that the p-value between SGR with Tobinsq{0.632}, 

EVEBITDA{0.797}, EY{0.890}, SR 

{0.629},SRISK{0.443},RAR{0.637},DER{0.919},DERSQ{0.937},DAR{0.971}, 

DARSQ{0.895}, LIQ{0.468} are all greater than 0.05, which means the null 

hypothesis should be accepted, therefore, it could be concluded that there is no 

significant linear relationship between SGR and those variables. On the other hand, 

the p-value between SGR and the variable FAR {0.020} are less than 0.05, it means 

the null hypothesis should be rejected and it could be concluded that there is 

significant linear relationship between SGR and FAR. 

The thirteenth result is the correlation between Fixed Asset Ratio and the 

variable Earnings Yield (EY), Stock Return (SR), Risk-Adjusted Return (RAR), 

Debt-Asset Ratio (DARSQ), Sales Growth Ratio (SGR), and Market Return (MR) are 
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0.105, 0.162, 0.161, 0.155, 0.096, 0.096, 0.047 respectively. This means that the 

correlation between Fixed Asset Ratio and these variables are very weak and positive. 

The correlation between Fixed Asset Ratio and the variable Tobin’s Q and Liquidity 

(LIQ) is 0.201 and 0.227 respectively. This means that the correlation between Fixed 

Asset Ratio and these variables are weak and positive. The correlation between Fixed 

Asset Ratio and the variable Enterprise Value/EBITDA (EVEBITDA), Stock Risk 

(SRISK), Debt-Equity Ratio (DER) and (DERSQ), Debt-Asset Ratio (DAR) are -

0.06, -0.114, -0.1206, -0.059, -0.179 respectively. This means that the correlation 

between Fixed Asset Ratio and these variables are very weak and negative. Aside 

from the correlation coefficient values, it also could be known that the p-value 

between FAR with EVEBITDA{0.107}, DERSQ {0.152}, and MR {0.258} are all 

greater than 0.05, which means the null hypothesis should be accepted, therefore, it 

could be concluded that there is no significant linear relationship between FAR and 

those variables. On the other hand, the p-value between FAR and the variable Tobins 

Q {0.000}, EY {0.010}, SR {0.000}, SRISK{0.005}, RAR{0.000}, DER{0.003}, 

DAR{0.000}, LIQ {0.000}, FAR {0.020} and DARSQ {0.000} are less than 0.05, it 

means the null hypothesis should be rejected and it could be concluded that there is 

significant linear relationship between SGR and these variables. 

 

The fourteenth result is the correlation between Market Return and the 

variable Tobin’s Q, Enterprise Value/EBITDA (EVEBITDA), Earnings Yield (EY), 

Stock Risk (SRISK), Debt-Equity Ratio (DERSQ), Fixed Asset Ratio (FAR) are 

0.006, 0.0008, 0.082, 0.129, 0.017, 0.047 respectively. This means that the correlation 

between Market Return and these variables are very weak and positive. The 

correlation between Market Return and the variable Stock Return (SR), Risk-

Adjusted Return (RAR) are 0.312 and 0.307 respectively. This means that the 

correlation between Market Return and these variables are weak and positive. The 

correlation between Market Return and the variable Debt-Equity Ratio (DER), Debt-

Asset Ratio (DAR) and (DARSQ), Liquidity (LIQ), and Sales Growth Ratio (SGR) 

are -0.002, -0.013, -0.011, -0.01, -0.055 respectively. This means that the correlation 
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between Market Return and these variables are very weak and negative. Aside from 

the correlation coefficient values, it also could be known that the p-value between 

MR with Tobin’s Q {0872}, EVEBITDA{0.984}, DER{0.951}, DERSQ{0.672}, 

DAR{0.753}, DARSQ{0.778}, LIQ{0.796}, SGR{0.180}, FAR {0.258}are all 

greater than 0.05, which means the null hypothesis should be accepted, therefore, it 

could be concluded that there is no significant linear relationship between M and 

those variables. On the other hand, the p-value between MR and the variable 

EY{0.047}, SR {0.000},SRISK{0.001},and RAR {0.000}} are less than 0.05, 

it means the null hypothesis should be rejected and it could be concluded that there is 

significant linear relationship between MR and these variables. 

4.1.3. Boxplots 

4.1.3.1. Debt-Equity Ratio 

 

Figure 4.1. Boxplot of Debt-Equity Ratio 

 

From the Table 4.1 and Figure 4.1, it could be known that the mean of Debt-Equity 

Ratio data is 109.19%, which means the average amount of debt as opposed to equity 

that is employed by 29 companies from 2014 until 2018 is 109.19%. Aside from the 

mean of the Debt-equity ratio data, the median, maximum, minimum, and standard 

deviation of the Debt-equity ratio data are shown in the Table 4.1 and Figure 4.1. The 

median value of the Debt-equity ratio data is 77.72%. The maximum value of the 
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Debt-equity ratio data is 972.04%, which comes from PT Astra International during 

the second quarter of 2017. The minimum value of the Debt-equity ratio data is 

9.84%, which comes from PT Indocement Tunggal Prakarsa Tbk during the third 

quarter of 2016. The standard deviation of the Debt-equity ratio data is 93.95%. Since 

the standard deviation is lower than the mean, it means the Debt-equity ratio data is 

not varied. 

4.1.3.2. Debt Asset Ratio 

 

Figure 4.2. Boxplot of Debt-Asset Ratio 

 

From the Table 4.1 and Figure 4.2, it could be known that the mean of Debt-Asset 

Ratio data is 44.60%, which means the average amount of debt that is employed to 

finance the company’s assets by 29 companies from 2014 until 2018 is 44.60%. 

Aside from the mean of the Debt-Asset Ratio data, the median, maximum, minimum, 

and standard deviation of the Debt-Asset Ratio data are shown in the Table 4.1 and 

Figure 4.2. The median value of the Debt-Asset Ratio data is 43.73%. The maximum 

value of the Debt-Asset Ratio data is 90.67%, which comes from PT Astra 

International during the second quarter of 2017. The minimum value of the Debt-

Asset Ratio data is 8.96%, which comes from PT Indocement Tunggal Prakarsa Tbk 

during the third quarter of 2016. The standard deviation of the Debt-Asset Ratio data 
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is 18.88%. Since the standard deviation is lower than the mean, it means the Debt-

Asset Ratio data is not varied. 

 

4.1.3.3. Tobin’s Q 

 

Figure 4.3. Boxplot of Tobin’s Q 

 

From the Table 4.1 and Figure 4.3, it could be known that the mean of the Tobin’s Q 

data is 1.97, which means the average ratio between the physical asset's market value 

and replacement value of 29 companies from 2014 until 2018 is 1.97. Aside from the 

mean of the Tobin’s Q data, the median, maximum, minimum, and standard deviation 

of the Tobin’s Q data are shown in the Table 4.1 and Figure 4.3. The median value of 

the Tobin’s Q is 1.21. The maximum value of the Tobin’s Q data is 72.35, which 

comes from PT Vale Indonesia Tbk during the second quarter of 2014. The minimum 

value of the Tobin’s Q data is 0.23, which comes from PT MNC Investama Tbk 

during the third quarter of 2016. The standard deviation of the Tobin’s Q is 3.44. 

Since the standard deviation is higher than the mean, it means the Tobin’s Q data is 

varied. 

 

 



72 
 

4.1.3.4. EV/EBITDA 

 

Figure 4.4. Boxplot of EV/EBITDA 

 

From the Table 4.1 and Figure 4.4, it could be known that the mean of the 

EV/EBITDA data is 133.87, which means the average enterprise value to ebitda of 29 

companies from 2014 until 2018 is 133.87. Aside from the mean of the EV/EBITDA 

data, the median, maximum, minimum, and standard deviation of the EV/EBITDA 

data are shown in the Table 4.1 and Figure 4.4. The median value of the EV/EBITDA 

is 20.92. The maximum value of the EV/EBITDA data is 15764.43, which comes 

from PT MNC Investama Tbk during the second quarter of 2017. The minimum value 

of the EV/EBITDA data is -293.53, which comes from PT Vale Indonesia Tbk during 

the third quarter of 2016. The standard deviation of the EV/EBITDA is 1143.15. 

Since the standard deviation is higher than the mean, it means the EV/EBITDA data 

is varied. 
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4.1.3.5 Earnings Yield 

 

Figure 4.5. Boxplot of Earnings Yield 

From the Table 4.1 and Figure 4.5, it could be known that the mean of the Earnings 

Yield data is 3.65%, which means the average percentage earned per share is 3.65% 

by 29 companies from 2014 until 2018 is 3.65%. Aside from the mean of the 

Earnings Yield data, the median, maximum, minimum, and standard deviation of the 

Earnings Yield data are shown in the Table 4.1 and Figure 4.5. The median value of 

the Earnings Yield is 2.82%. The maximum value of the Earnings Yield data is 

46.30%, which comes from PT Agung Podomoro Land Tbk during the fourth quarter 

of 2017. The minimum value of the Earnings Yield data is -26.68%, which comes 

from PT Aneka Tambang Tbk during the third quarter of 2015. The standard 

deviation of the Earnings Yield is 5.87%. Since the standard deviation is higher than 

the mean, it means the Earnings Yield data is varied. 
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4.1.3.6. Stock Return 

 

Figure 4.6. Boxplot of Stock Return 

From the Table 4.1 and Figure 4.6, it could be known that the mean of the Stock 

Return data is 3.82%, which means the average return that investors receive from 

their investments in 29 companies from 2014 until 2018 is 3.82%. Aside from the 

mean of the Stock Return data, the median, maximum, minimum, and standard 

deviation of the Stock Return data are shown in the Table 4.1 and Figure 4.6. The 

median value of the Stock Return is 2.36%. The maximum value of the Stock Return 

data is 262.96%, which comes from PT Waskita Karya Tbk during the fourth quarter 

of 2014. The minimum value of the Stock Return data is -64.92%, which comes from 

PT Aneka Tambang Tbk during the fourth quarter of 2015. The standard deviation of 

the Stock Return is 41.05%. Since the standard deviation is higher than the mean, it 

means the Stock Return data is varied. 

 

 

 



75 
 

4.1.3.7. Stock Risk 

 

Figure 4.7. Boxplot of Stock Risk 

From the Table 4.1 and Figure 4.7, it could be known that the mean of the Stock Risk 

data is 1.25, which means the average stock volatility in relation to the overall market 

in 29 companies from 2014 until 2018 is 1.25. Aside from the mean of the Stock Risk 

data, the median, maximum, minimum, and standard deviation of the Stock Risk are 

shown in the Table 4.1 and Figure 4.7. The median value of the Stock Risk is 1.14. 

The maximum value of the Stock Risk data is 7.75, which comes from PT Sri Rejeki 

Isman Tbk during the first quarter of 2015. The minimum value of the Stock Risk 

data is -4.41, which comes from PT Sri Rejeki Isman Tbk during the first quarter of 

2017. The standard deviation of the Stock Risk is 1.28. Since the standard deviation is 

higher than the mean, it means the Stock Risk data is varied. 
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4.1.3.8. Risk Adjusted Return 

 

Figure 4.8. Boxplot of Risk-Adjusted Return 

 

From the Table 4.1 and Figure 4.8, it could be known that the mean of the Risk-

Adjusted Return data is 1.95%, which means the average potential profits for 

investors with the degree of risk considered from the investment in 29 companies 

from 2014 until 2018 is 1.95%. Aside from the mean of the Risk-Adjusted Return 

data, the median, maximum, minimum, and standard deviation of the Risk-Adjusted 

Return are shown in the Table 4.1 and Figure 4.8. The median value of the Risk-

Adjusted Return is -3.87%. The maximum value of the Risk-Adjusted Return data is 

261.66%, which comes from PT Waskita Karya Tbk during the fourth quarter of 

2014. The minimum value of the Risk-Adjusted Return data is -66.50%, which comes 

from PT Indosat Tbk during the fourth quarter of 2018. The standard deviation of the 

Risk-Adjusted Return is 41.02%. Since the standard deviation is higher than the 

mean, it means the Risk-Adjusted Return data is varied. 
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4.1.3.9. Liquidity 

 

 

Figure 4.9. Boxplot of Liquidity 

From the Table 4.1 and Figure 4.9, it could be known that the mean of Liquidity data 

is 2.46, which means the average efficiency of the ability to pay the short-term debts 

of 29 companies from 2014 until 2018 is 2.46. Aside from the mean of the Liquidity 

data, the median, maximum, minimum, and standard deviation of the Liquidity are 

shown in the Table 4.1 and Figure 4.9. The median value of the Liquidity is 1.98. The 

maximum value of Liquidity data is 9.72, which comes from PT Media Nusantara 

Citra Tbk during the fourth quarter of 2014. The minimum value of the Liquidity data 

is 0.00, which comes from PT Ace Hardware Indonesia Tbk during the first until the 

third quarter of 2018. The standard deviation of the Liquidity is 1.72. Since the 

standard deviation is lower than the mean, it means the Liquidity data is not varied. 

 

  



78 
 

4.1.3.10. Fixed-Asset Ratio 

 

 

Figure 4.10. Boxplot of Fixed Asset Ratio 

From the Table 4.1 and Figure 4.10, it could be known that the mean of the Fixed 

Asset Ratio data is 1, which means the average efficiency of net sales generation 

derived from fixed-asset investments of 29 companies from 2014 until 2018 is 1. 

Aside from the mean of the Fixed Asset Ratio data, the median, maximum, minimum, 

and standard deviation of the Fixed Asset Ratio are shown in the Table 4.1 and Figure 

4.10. The median value of the Fixed Asset Ratio is 0.59. The maximum value of 

Fixed Asset Ratio data is 5.93, which comes from PT Ace Hardware Indonesia Tbk 

during the fourth quarter of 2015. The minimum value of the Fixed Asset Ratio data 

is 0.04, which comes from PT Jasa Marga Tbk during the first quarter of 2018. The 

standard deviation of the Fixed Asset Ratio is 1.06. Since the standard deviation is 

higher than the mean, it means the Fixed Asset Ratio data is varied. 
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4.1.3.11. Sales Growth Ratio 

 

Figure 4.11. Boxplot of Sales Growth 

From the Table 4.1 and Figure 4.11, it could be known that the mean of the Sales 

Growth data is 18.23%, which means the average growth in the revenue of 29 

companies from 2014 until 2018 is 18.23%. Aside from the mean of the Sales Growth 

data, the median, maximum, minimum, and standard deviation of the Sales Growth 

are shown in the Table 4.1 and Figure 4.11. The median value of the Sales Growth is 

6.26%. The maximum value of Sales Growth data is 2557.20%, which comes from 

PT Bekasi Fajar Industrial Estate Tbk during the second quarter of 2015. The 

minimum value of the Sales Growth data is -94.41%, which comes from PT Bekasi 

Fajar Industrial Estate during the third quarter of 2016. The standard deviation of the 

Sales Growth is 138.02%. Since the standard deviation is higher than the mean, it 

means the Sales Growth data is varied. 
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4.1.3.12. Market Return 

 

 

Figure 4.12. Boxplot of Market Return 

From the Table 4.1 and Figure 4.12, it could be known that the mean of the Market 

Return data is 6.41%, which means the average the overall market portfolio in 29 

companies from 2014 until 2018 is 6.41%. Aside from the mean of the Market Return 

data, the median, maximum, minimum, and standard deviation of the Market Return 

are shown in the Table 4.1 and Figure 4.12. The median value of the Market Return is 

6.08%. The maximum value of the Market Return data is 27.01. The minimum value 

of the Market Return data is -17.78%. The standard deviation of the Market Return is 

12.25%. Since the standard deviation is higher than the mean, it means the Market 

Return data is varied. 
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4.2. Panel Data Regression Analysis  

This study uses panel data. Therefore, it is essential to firstly identify the most 

suitable panel data model before running the panel data regression. There are two 

tests that have been conducted to estimate the most suitable panel data model for this 

study, they are Chow Test, Hausman Test and Lagrange Multiplier Test. The results 

of the three tests for both independent variables (DER and DAR) are shown in the 

table below.  

Table 4.3. Results of Chow Test, Hausman Test and Lagrange Multiplier Test 

(MODEL 1) 

MODEL 1 (DER) 

  EQ1 EQ2 EQ3 EQ4 EQ5 EQ6 

Chow Test (p-value) 0.000 0.520 0.000 0.000 0.053 0.000 

Hausman Test (p-value) 0.170 1.000 1.000 0.650 0.212 0.691 

Lagrange Multiplier Test (p-value) 0.000 

0.836 

 

 

0.000 0.000 0.000 0.000 

Result REM REM REM REM REM REM 

 

Table 4.4. Results of Chow Test, Hausman Test and Lagrange Multiplier Test  

(MODEL 2) 
 

MODEL 2 (DAR) 

  EQ1 EQ2 EQ3 EQ4 EQ5 EQ6 

Chow Test (p-value) 0.000 0.542 0.000 0.000 0.046 0.000 

Hausman Test (p-value) 0.009 1.000 0.471 0.717 0.154 1.000 

Lagrange Multiplier Test (p-value) 0.000 0.661 0.000 0.000 0.003 0.000 

Result FEM REM REM REM REM REM 

Note:  

EQ1: Tobins'Q 

EQ2: EV/EBITDA 

EQ3: Earnings Yield 

EQ4: Stock Return 

EQ5: Stock Risk 

EQ6: Risk-Adjusted Return 
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4.2.1. Chow Test 

The chow test is a test that is conducted to determine the most suitable panel 

data model between common-effect model and fixed-effect model. If the result of 

chow test shows that the p-value < 0.05, it means that the null hypothesis should be 

rejected and it concludes that the fixed-effect model is better than common-effect 

model. In contrast, if the result of chow test shows the p-value > 0.05, it means the 

null hypothesis should be accepted and it concludes that the common-effect model is 

better than fixed-effect model. 

 The Table 4.3 above shows the result of the chow test for Model 1, where the p-value 

in EQ1, EQ3, EQ4, EQ5, and EQ6 (0.000, 0.000, 0.000,0.000, 0.053, 0.000) are 

lesser than 0.05, which means the null hypothesis should be rejected and it is 

concluded that the fixed-effect model is better than the common-effect model. 

However, the p-value in EQ2 (0.520) is greater than 0.05, which means that the null 

hypothesis should be accepted and it is concluded that the common-effect model is 

better than the fixed-effect model. 

 The Table 4.4 above shows the result of the chow test for Model 2, where the 

p-value in EQ1, EQ3, EQ4, EQ5, and EQ6 (0.000, 0.000, 0.000, 0.000, 0.046, 0.000) 

are lesser than 0.05, which means the null hypothesis should be rejected and it is 

concluded that the fixed-effect model is better than the common-effect model. . 

However, the p-value in EQ2 (0.543) is greater than 0.05, which means that the null 

hypothesis should be accepted and it is concluded that the common-effect model is 

better than the fixed-effect model. 

 

4.2.2. Hausman Test 

The Hausman test is a test that is conducted to determine the most suitable 

panel data model between random-effect model and fixed-effect model. If the result 

of Hausman test shows the p-value < 0.05, it means the null hypothesis should be 

rejected and it concludes that the fixed-effect model is better than random-effect 

model. In contrast, if the result of Hausman test shows the p-value > 0.05, it means 
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the null hypothesis should be accepted and it concludes that the random-effect model 

is better than fixed-effect model.  

The Table 4.3 above shows the result of the Hausman test for Model 1, where 

the p-value of all of the equations (0.170, 1, 1, 0.650, 0.212, 0.691) are greater than 

0.05, which means that the null hypothesis should be accepted and it can be 

concluded that the random-effect model is better than the fixed-effect model. 

The Table 4.4 above shows the result of the Hausman test for Model 2, where 

the p-value of EQ2, EQ3, EQ4, EQ5, EQ6 (1, 0.471, 0.717, 0.154, 1) are greater than 

0.05, which means that the null hypothesis should be accepted and it can be 

concluded that the random-effect model is better than the fixed-effect model. 

However, the p-value in EQ2 (0.009) is lesser than 0.05, which means that the null 

hypothesis should be rejected and it is concluded that the fixed-effect model is better 

than the random-effect model.  

 

4.2.3. Lagrange Multiplier Test 

The Lagrange multiplier test is a test that is conducted to determine the most 

suitable panel data model between random-effect model and common-effect model. 

The Lagrange multiplier test can be conducted if the result of chow test showed that 

the common-effect model is the most suitable panel data model compared to fixed-

effect model and if the result of Hausman test showed that the random-effect model is 

the most suitable panel data model compared to fixed-effect model. If the result of 

Lagrange multiplier test shows the p-value < 0.05, it means the null hypothesis should 

be rejected and it concludes that the random-effect model is better than common-

effect model. In contrast, if the result of Lagrange multiplier test shows the p-value > 

0.05, it means the null hypothesis should be accepted and it concludes that the 

common-effect model is better than random-effect model. 

The Table 4.3 above shows the result of the Lagrange Multiplier test for 

Model 1, where the p-value of EQ1, EQ3, EQ4, EQ5, and EQ6 (0.000, 0.000, 

0.000,0.000, 0.000, 0.000) are lesser than 0.05, which means that the null hypothesis 

should be rejected and it can be concluded that the random-effect model is better than 
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the common-effect model. However, the p-value in EQ2 (0.836) is greater than 0.05, 

which means that the null hypothesis should be accepted and it is concluded that the 

common-effect model is better than the random-effect model. 

 

The Table 4.4 above shows the result of the Lagrange Multiplier test for 

Model 2, where the p-value of EQ1, EQ3, EQ4, EQ5, and EQ6 (0.000, 0.000, 

0.000,0.000, 0.003, 0.000) are lesser than 0.05, which means that the null hypothesis 

should be rejected and it can be concluded that the random-effect model is better than 

the common-effect model. However, the p-value in EQ2 (0.661) is greater than 0.05, 

which means that the null hypothesis should be accepted and it is concluded that the 

common-effect model is better than the random-effect model. 

 

Summary of the results of Chow Test, Hausman Test, and Lagrange 

Multiplier Test for Model 1 could be seen through Table 4.5 and for Model 2 could 

be seen through Table 4.6 below.  

 

Table 4.5. Panel Data Model Selection Summary (Model 1) 

DER EQ1, EQ3, EQ4, EQ5, EQ6 

Test Compared Model Result of Comparison 

Chow Test 
CEM  

FEM 
FEM 

Hausman Test 
FEM 

REM 
REM 

Lagrange Multiplier Test 
REM 

CEM 
CEM  

  EQ2 

Test Compared Model Result of Comparison 

Chow Test 
CEM  

CEM 
FEM 

Hausman Test 
FEM 

REM 
REM 

Lagrange Multiplier Test 
REM 

REM 
CEM  

 

 

Table 4.6. Panel Data Model Selection Summary (Model 2) 
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DAR EQ3, EQ4, EQ5, EQ6 

Test Compared Model Result of Comparison 

Chow Test 
CEM  

FEM 
FEM 

Hausman Test 
FEM 

REM 
REM 

LM Test 
REM 

CEM 
CEM  

  EQ2 

Test Compared Model Result of Comparison 

Chow Test 
CEM  

CEM 
FEM 

Hausman Test 
FEM 

REM 
REM 

LM Test 
REM 

REM 
CEM  

 
EQ1 

Test Compared Model Result of Comparison 

Chow Test 
CEM  

FEM 
FEM 

Hausman Test 
FEM 

FEM 
REM 

LM Test 
REM 

CEM 
CEM  
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4.3. Classical Assumption Test – Multicollinearity Test 

 

Table 4.7. Result of Multicollinearity Test (Model 1) 

 

Variance Inflation Factor (VIF) 

  EQ1 EQ2 EQ3 EQ4 EQ5 EQ6 

DER 4.533 4.533 4.533 4.533 4.533 4.533 

DERSQ 3.641 3.641 3.641 3.641 - 3.641 

LIQ 1.542 1.542 1.542 1.542 1.542 1.542 

FAR 1.067 1.067 1.067 1.067 1.067 1.067 

SGR 1.013 1.013 1.013 1.013 1.013 1.013 

MR 1.008 1.008 1.008 1.008 1.007 1.008 

Note:  

EQ1: Tobins'Q 

EQ2: EV/EBITDA 

EQ3: Earnings Yield 

EQ4: Stock Return 

EQ5: Stock Risk 

EQ6: Risk-Adjusted Return 

 

Table 4.8. Result of Multicollinearity Test (Model 2) 

 

Variance Inflation Factor (VIF) 

  EQ1 EQ2 EQ3 EQ4 EQ5 EQ6 

DAR 29.684 29.684 29.684 29.684 29.684 29.684 

DARSQ 27.271 27.271 27.271 27.271 - 27.271 

LIQ 1.754 1.754 1.754 1.754 1.754 1.754 

FAR 1.077 1.077 1.077 1.077 1.077 1.077 

SGR 1.017 1.017 1.017 1.017 1.017 1.017 

MR 1.007 1.007 1.007 1.007 1.007 1.007 

Note:  

EQ1: Tobins'Q 

EQ2: EV/EBITDA 

EQ3: Earnings Yield 

EQ4: Stock Return 

EQ5: Stock Risk 

EQ6: Risk-Adjusted Return 
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From the Table 4.7 above which shows the VIF values for Model 1, it could be seen 

that all of the values of Variance Inflation Factor (VIF) in EQ1, EQ2, EQ3, EQ4, 

EQ5 and EQ6 are all below 10. This means that a multicollinearity problem does not 

exist between the variables of DER, DERSQ, LIQ, FAR, SGR, and MR.  

 

From the Table 4.8 above which shows the VIF values for Model 2, it could be seen 

that all of the values of Variance Inflation Factor (VIF)  in EQ1, EQ2, EQ3, EQ4, 

EQ5 and EQ6, shows that the independent variables, namely Debt-Assets Ratio 

(DAR & DARSQ) has the values of VIF that are greater than 10. This means there 

are multicollinearity problems between independent variables in the EQ1 until EQ6. 

However, for the VIF values for LIQ, FAR, SGR, and MR in EQ1 until EQ6 are all 

below 10, so there is no multicollinearity problem. Despite the existence of 

multicollinearity problems in the EQ1, EQ2, EQ3, EQ4, EQ5, and EQ6 for the DAR 

and DARSQ, it does not significantly affect the usefulness of the multiple linear 

regression equations to predict the value of the dependent variable. Because of this 

reason, the multicollinearity problems in the EQ1, EQ2, EQ3, EQ4, EQ5, and EQ6 

are not a huge concern for this study that wants to focus on prediction or estimation. 
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4.4. Significance Test  

This study performed two significance tests, namely the Test on Individual 

Regression Coefficients (t-Test) and the Simultaneous Significance Test (F-Test). The 

results of each of the significance test could be seen through Table 4.9 (Model 1) and 

Table 4.10 (Model 2) below. 

 

Table 4.9. Result of Significance Test (Model 1) 

  

Coefficient  

t-statistic 

[p-value] 

EQ1 (Tobin's 

Q) 

EQ2 

(EVEBITDA) 
EQ3 (EY) EQ4 (SR) 

EQ5 

(SRISK) 

EQ6 

(RAR) 

            

DER 

-0.008 0.319 0.0038 0.030 0.0010 0.030 

-1.902 0.293 0.008 0.597 1.487 0.594 

[0.057]* [0.768] [0.666] [0.55] [0.137] [0.552] 

DERSQ 

0.00001 -0.0007 -0.00001 -0.00002 - -0.00002 

1.614 -0.389 -0.522 -0.242 - -0.234 

[0.106] [0.697] [0.601] [0.808] - [0.815] 

LIQ (DER) 

0.029 14.407 -0.123 1.99 0.1316 2.075 

0.238 0.414 -0.592 1.369 3.393 1.427 

[0.812] [0.678] [0.554] [0.171] [0.000]*** [0.154] 

FAR (DER) 

0.275 -76.19 1.416 4.929 -0.201 4.902 

1.634 -1.626 5.099 2.526 -3.68 2.509 

[0.102] [0.104] [0.000]*** [0.011]** [0.000]*** [0.012]** 

SGR (DER) 

-0.0002 -0.034 -0.002 -0.003 0.0004 -0.003 

-0.296 -0.098 -1.627 -0.274 1.207 -0.274 

[0.767] [0.921] [0.104] [0.783] [0.227] [0.784] 

MR (DER) 

-0.0002 0.442 0.032 1.022 0.014 1.013 

-0.023 0.113 2.061 8.124 3.519 8.054 

[0.981] [0.909] [0.039]** [0.000]*** [0.000]*** [0.000]*** 

R-square (DER) 0.013 0.005 0.055 0.12 0.053 0.1192 

F statistic 1.335 0.482 5.56 13.105 6.445 12.934 

F-Statistic (Prob) [0.239] [0.821] [0.000]*** [0.000]*** [0.000]*** [0.000]*** 

No of Observations 580 580 580 580 580 580 

Note: 

*significance at <10% of significance level 

***significance at <5% of significance level 

***significance at <1% of significance level 
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Table 4.10. Result of Significance Test (Model 2) 

 

  

Coefficient  

t-statistic 

 [p-value] 

EQ1 (Tobin's 

Q) 

EQ2 

(EVEBITDA) 
EQ3 (EY) EQ4 (SR) 

EQ5 

(SRISK) 

EQ6 

(RAR) 

            

DAR 

0.192 9.556 0.102 0.149 0.0030 0.140 

2.28 0.679 0.963 0.226 0.993 0.214 

[0.023]** [0.497] [0.335] [0.819] [0.321] [0.830] 

DARSQ 

-0.0016 -0.09 -0.0008 -0.0002 - -0.0001 

-2.074 -0.615 -0.831 -0.034 - -0.021 

[0.038]** [0.538] [0.406] [0.972] - [0.982] 

LIQ (DAR) 

0.003 24.09 -0.071 2.129 0.129 2.206 

0.022 0.643 -0.333 1.391 3.052 1.439 

[0.981] [0.52] [0.738] [0.165] [0.000]*** [0.150] 

FAR (DAR) 

0.049 -73.86 1.429 4.973 -0.199 4.944 

0.255 -1.551 5.147 2.537 -3.637 2.519 

[0.798] [0.121] [0.000]*** [0.011]** [0.000]*** [0.012]** 

SGR (DAR) 

-0.00008 -0.045 -0.002 -0.003 0.0004 -0.003 

-0.083 -0.131 -1.667 -0.285 1.195 -0.284 

[0.933] [0.895] [0.095]* [0.775] [0.232] [0.776] 

MR (DAR) 

0.002 0.426 0.032 1.023 0.014 1.014 

0.268 0.109 2.073 8.135 3.527 8.065 

[0.788] [0.913] [0.038]** [0.000]*** [0.000]*** [0.000]*** 

R-square (DAR) 0.26 0.005 0.056 0.12 0.051 0.119 

F statistic 5.647 0.539 5.701 13.1 6.187 12.927 

F-Statistic (Prob) [0.000]*** [0.778] [0.000]*** [0.000]*** [0.000]*** [0.000]*** 

No of 

Observations 
580 580 580 580 580 580 

Note: 

*significance at <10% of significance level 

***significance at <5% of significance level 

***significance at <1% of significance level 
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4.4.1. Test of Individual Regression Coefficients (t-test) 

The test on individual regression coefficients (t-Test) is a test that is 

conducted to determine whether an independent variable has a significant effect 

towards a dependent variable, holding all other independent variables fixed. If the 

result of t-Test shows the p-value < significance level of 0.05 and 0.10, it means the 

null hypothesis should be rejected and it is concluded that there is an individual 

independent variable effect on the dependent variable. In contrast, if the result of t-

Test shows the p-value > significance level of 0.05 and 0.10, it means the null 

hypothesis should be accepted and it is concluded that there is no individual 

independent variable effect on the dependent variable. 

From the Table 4.9 above which shows the result of the Significance Test for 

Model 1, shows the results of the t-Test in the form of coefficient value, t-Statistic 

value, and p-value of each of the independent variables under each of the multiple 

linear regression equations. The explanation regarding the effect of each independent 

variable and control variable towards the dependent variable based on the results of 

the t-Test are as follows: 

- Tobin’s Q (EQ1)  

The results from the T-test for EQ1 shows the p-value of DER as 

0.0576, which is lesser than the significance level of 0.10. This means that the 

effect of DER towards Tobin’s Q is significant. Whereas, the p-value of 

DERSQ is 0.106, which is greater than the significance level of 0.05 and 0.10. 

This means that the null hypothesis should be accepted and it can be 

concluded that DERSQ does not affect Tobin’s Q. In addition to DERSQ 

being insignificant to the dependent variable Tobin’s Q, the coefficient of 

DER is negative and the coefficient of DERSQ is positive. Thus, the results of 

the t-Test do not support the first hypothesis of this study and can be assumed 

that DER is not significant in explaining Tobin’s Q (Firm’s Value) of non-

financial companies listed in Kompas100 during the period of 2014-2018. 

As for the control variables, LIQ, FAR, SGR, and MR has a p-value of 

0.812, 0.102, 0,767, and 0.981, which means that the p-value of all of the 
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control variables are greater than the significance level of 0.05 and 0.10. 

Therefore, the null hypothesis should be accepted and it can be concluded that 

LIQ, FAR, SGR and MR does not affect Tobin’s Q.  

 

- Enterprise Value/EBITDA (EQ2) 

The results from the T-test for EQ2 shows the p-value of DER as 

0.768 and DERSQ as 0.697, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DER and DERSQ does not affect EV/EBITDA. In 

addition to DER and DERSQ being insignificant to the dependent variable 

EV/EBITDA, the coefficient of DER is positive and the coefficient of DERSQ 

is negative. Thus, the results of the t-Test support the second hypothesis of 

this study. However, since the p-value is above significance level, it can be 

assumed that DER is not significant in explaining the Enterprise 

Value/EBITDA (Firm’s Value) of non-financial companies listed in 

Kompas100 during the period of 2014-2018. 

As for the control variables, LIQ, FAR, SGR, and MR has a p-value of 

0.678, 0.1044, 0,9213, and 0.909, which means that the p-value of all of the 

control variables are greater than the significance level of 0.05 and 0.10. 

Therefore, the null hypothesis should be accepted and it can be concluded that 

LIQ, FAR, SGR and MR does not affect Enterprise Value/EBITDA.  

 

- Earnings Yield (EQ3) 

The results from the T-test for EQ3 shows the p-value of DER as 

0.6662 and DERSQ as 0.601, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DER and DERSQ does not affect Earnings Yield. In 

addition to DER and DERSQ being insignificant to the dependent variable 

Earnings Yield, the coefficient of DER is positive and the coefficient of 

DERSQ is negative. Thus, the results of the t-Test support the third hypothesis 



93 
 

of this study. However, since the p-value is above significance level, it can be 

assumed that DER is not significant in explaining the Earnings Yield (Firm’s 

Value) of non-financial companies listed in Kompas100 during the period of 

2014-2018. 

As for the control variables, LIQ and SGR has a p-value of 0.554, and 

0.1042 which means that the p-value of all of the control variables are greater 

than the significance level of 0.05 and 0.10. Therefore, the null hypothesis 

should be accepted and it can be concluded that LIQ and SGR does not affect 

Earnings Yield. Meanwhile, the p-value of FAR and MR is 0.000 and 0.039, 

which is lesser than the significance level of 0.05 and 0.10. Therefore, the null 

hypothesis should be rejected and it can be concluded that FAR and MR 

affects Earnings Yield. 

 

- Stock Return (EQ4) 

The results from the T-test for EQ4 shows the p-value of DER as 0.55 

and DERSQ as 0.808, which is greater than the significance level of 0.05 and 

0.10. This means that the null hypothesis should be accepted and it can be 

concluded that DER and DERSQ does not affect Stock Return. In addition to 

DER and DERSQ being insignificant to the dependent variable Earnings 

Yield, the coefficient of DER is positive and the coefficient of DERSQ is 

negative. Thus, the results of the t-Test support the fourth hypothesis of this 

study. However, since the p-value is above significance level, it can be 

assumed that DER is not significant in explaining the Stock Return (Stock 

Performance) of non-financial companies listed in Kompas100 during the 

period of 2014-2018. 

As for the control variables, LIQ and SGR has a p-value of 0.171, and 

0.783 which means that the p-value of all of the control variables are greater 

than the significance level of 0.05 and 0.10. Therefore, the null hypothesis 

should be accepted and it can be concluded that LIQ and SGR does not affect 

Stock Return. Meanwhile, the p-value of FAR and MR is 0.011 and 0.000, 



94 
 

which is lesser than the significance level of 0.05 and 0.10. Therefore, the null 

hypothesis should be rejected and it can be concluded that FAR and MR 

affects Stock Return. 

 

- Stock Risk (EQ5) 

The results from the T-test for EQ5 shows the p-value of DER as 

0.1375 which is greater than the significance level of 0.05 and 0.10. This 

means that the null hypothesis should be accepted and it can be concluded that 

DER and does not affect Stock Risk. Thus, the results of the t-Test do not 

support the fifth hypothesis of this study and it can be assumed that DER is 

not significant in explaining the Stock Risk (Stock Performance) of non-

financial companies listed in Kompas100 during the period of 2014-2018. 

As for the control variables, SGR has a p-value of 0.2279 which means 

that the p-value of all of the control variables are greater than the significance 

level of 0.05 and 0.10. Therefore, the null hypothesis should be accepted and 

it can be concluded that SGR does not affect Stock Risk. Meanwhile, the p-

value of LIQ, FAR and MR is 0.0007, 0.0003 and 0.0005, which is lesser than 

the significance level of 0.05 and 0.10. Therefore, the null hypothesis should 

be rejected and it can be concluded that LIQ, FAR and MR affects Stock Risk. 

 

- Risk-Adjusted Return (EQ6) 

The results from the T-test for EQ6 shows the p-value of DER as 

0.552 and DERSQ as 0.815, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DER and DERSQ does not affect Risk-Adjusted 

Return. In addition to DER and DERSQ being insignificant to the dependent 

variable Earnings Yield, the coefficient of DER is positive and the coefficient 

of DERSQ is negative. Thus, the results of the t-Test support the sixth 

hypothesis of this study. However, since the p-value is above significance 

level, it can be assumed that DER is not significant in explaining the Risk-
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Adjusted Return (Stock Performance) of non-financial companies listed in 

Kompas100 during the period of 2014-2018. 

As for the control variables, LIQ and SGR has a p-value of 0.154 and 

0.784, which means that the p-value of all of the control variables are greater 

than the significance level of 0.05 and 0.10. Therefore, the null hypothesis 

should be accepted and it can be concluded that LIQ and SGR does not affect 

Risk-Adjusted Return. Meanwhile, the p-value of FAR and MR is 0.012 and 

0.000, which is lesser than the significance level of 0.05 and 0.10. Therefore, 

the null hypothesis should be rejected and it can be concluded that FAR and 

MR affects Risk-Adjusted Return. 

 

From the Table 4.10 above which shows the result of the Significance Test for 

Model 2, shows the results of the t-Test in the form of coefficient value, t-Statistic 

value, and p-value of each of the independent variables under each of the multiple 

linear regression equations. The explanation regarding the effect of each independent 

variable towards the dependent variable based on the results of the t-Test are as 

follows: 

- Tobin’s Q (EQ1)  

The results from the T-test for EQ1 shows the p-value of DAR as 

0.023 and DARSQ as 0.038, which is lesser than the significance level of 0.05 

and 0.10. This means that the effect of DAR and DARSQ towards Tobin’s Q 

is significant. In addition to both variables being significant to the dependent 

variable Tobin’s Q, the coefficient of DAR is positive and the coefficient of 

DARSQ is negative. Thus, the results of the t-Test support the first hypothesis 

of this study and can be assumed that DAR is significant in explaining 

Tobin’s Q (Firm’s Value) of non-financial companies listed in Kompas100 

during the period of 2014-2018. 

As for the control variables, LIQ, FAR, SGR, and MR has a p-value of 

0.981, 0.798, 0,933, and 0.788, which means that the p-value of all of the 

control variables are greater than the significance level of 0.05 and 0.10. 
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Therefore, the null hypothesis should be accepted and it can be concluded that 

LIQ, FAR, SGR and MR does not affect Tobin’s Q.  

 

- Enterprise Value/EBITDA (EQ2) 

The results from the T-test for EQ2 shows the p-value of DAR as 

0.497 and DARSQ as 0.538, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DAR and DARSQ does not affect EV/EBITDA. In 

addition to DAR and DARSQ being insignificant to the dependent variable 

EV/EBITDA, the coefficient of DAR is positive and the coefficient of 

DARSQ is negative. Thus, the results of the t-Test support the second 

hypothesis of this study. However, since the p-value is above significance 

level, it can be assumed that DAR is not significant in explaining the 

Enterprise Value/EBITDA (Firm’s Value) of non-financial companies listed 

in Kompas100 during the period of 2014-2018. 

As for the control variables, LIQ, FAR, SGR, and MR has a p-value of 

0.520, 0.121, 0,895, and 0.913, which means that the p-value of all of the 

control variables are greater than the significance level of 0.05 and 0.10. 

Therefore, the null hypothesis should be accepted and it can be concluded that 

LIQ, FAR, SGR and MR does not affect Enterprise Value/EBITDA.  

 

- Earnings Yield (EQ3) 

The results from the T-test for EQ3 shows the p-value of DAR as 

0.335 and DARSQ as 0.406, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DAR and DARSQ does not affect Earnings Yield. In 

addition to DAR and DARSQ being insignificant to the dependent variable 

Earnings Yield, the coefficient of DAR is positive and the coefficient of 

DARSQ is negative. Thus, the results of the t-Test support the third 

hypothesis of this study. However, since the p-value is above significance 
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level, it can be assumed that DAR is not significant in explaining the Earnings 

Yield (Firm’s Value) of non-financial companies listed in Kompas100 during 

the period of 2014-2018. 

As for the control variables, LIQ has a p-value of 0.738, which means 

that the p-value of all of the control variables are greater than the significance 

level of 0.05 and 0.10. Therefore, the null hypothesis should be accepted and 

it can be concluded that LIQ does not affect Earnings Yield. Meanwhile, the 

p-value of SGR FAR and MR are 0.095 0.000 and 0.038, which is lesser than 

the significance level of 0.05 and 0.10. Therefore, the null hypothesis should 

be rejected and it can be concluded that SGR, FAR, and MR affects Earnings 

Yield. 

 

- Stock Return (EQ4) 

The results from the T-test for EQ4 shows the p-value of DAR as 

0.819 and DARSQ as 0.972, which is greater than the significance level of 

0.05 and 0.10. This means that the null hypothesis should be accepted and it 

can be concluded that DAR and DARSQ does not affect Stock Return. In 

addition to DAR and DARSQ being insignificant to the dependent variable 

Earnings Yield, the coefficient of DAR is positive and the coefficient of 

DARSQ is negative. Thus, the results of the t-Test support the fourth 

hypothesis of this study. However, since the p-value is above significance 

level, it can be assumed that DAR is not significant in explaining the Stock 

Return (Stock Performance) of non-financial companies listed in Kompas100 

during the period of 2014-2018. 

As for the control variables, LIQ and SGR has a p-value of 0.165, and 

0.775, which means that the p-value of all of the control variables are greater 

than the significance level of 0.05 and 0.10. Therefore, the null hypothesis 

should be accepted and it can be concluded that LIQ and SGR does not affect 

Stock Return. Meanwhile, the p-value of FAR and MR is 0.011 and 0.000, 

which is lesser than the significance level of 0.05 and 0.10. Therefore, the null 
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hypothesis should be rejected and it can be concluded that FAR and MR 

affects Stock Return. 

 

- Stock Risk (EQ5) 

The results from the T-test for EQ5 shows the p-value of DAR as 

0.321 which is greater than the significance level of 0.05 and 0.10. This means 

that the null hypothesis should be accepted and it can be concluded that DAR 

and does not affect Stock Risk. Thus, the results of the t-Test do not support 

the fifth hypothesis of this study and it can be assumed that DAR is not 

significant in explaining the Stock Risk (Stock Performance) of non-financial 

companies listed in Kompas100 during the period of 2014-2018. 

As for the control variables, SGR has a p-value of 0.232 which means 

that the p-value of all of the control variables are greater than the significance 

level of 0.05 and 0.10. Therefore, the null hypothesis should be accepted and 

it can be concluded that SGR does not affect Stock Risk. Meanwhile, the p-

value of LIQ, FAR and MR are 0.000, 0.000 and 0.000, which is lesser than 

the significance level of 0.05 and 0.10. Therefore, the null hypothesis should 

be rejected and it can be concluded that LIQ, FAR and MR affects Stock Risk. 

 

- Risk-Adjusted Return (EQ6) 

The results from the T-test for EQ6 shows the p-value of DAR as 0.83 

and DARSQ as 0.982, which is greater than the significance level of 0.05 and 

0.10. This means that the null hypothesis should be accepted and it can be 

concluded that DAR and DARSQ does not affect Risk-Adjusted Return. In 

addition to DAR and DARSQ being insignificant to the dependent variable 

Earnings Yield, the coefficient of DAR is positive and the coefficient of 

DARSQ is negative. Thus, the results of the t-Test support the sixth 

hypothesis of this study. However, since the p-value is above significance 

level, it can be assumed that DAR is not significant in explaining the Risk-
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Adjusted Return (Stock Performance) of non-financial companies listed in 

Kompas100 during the period of 2014-2018. 

As for the control variables, LIQ and SGR has a p-value of 0.150 and 

0.776, which means that the p-value of all of the control variables are greater 

than the significance level of 0.05 and 0.10. Therefore, the null hypothesis 

should be accepted and it can be concluded that LIQ and SGR does not affect 

Risk-Adjusted Return. Meanwhile, the p-value of FAR and MR is 0.012 and 

0.000, which is lesser than the significance level of 0.05 and 0.10. Therefore, 

the null hypothesis should be rejected and it can be concluded that FAR and 

MR affects Risk-Adjusted Return. 

4.4.2. Simultaneous Significance test (F test) 

The simultaneous significance test (F-Test) is a test that is conducted to 

determine whether all of the independent variables have same effect towards the 

dependent variable. If the result of F-test shows the p-value < significance level of 

0.05, it means the null hypothesis should be rejected and it is concluded that all of the 

independent variables have same effect on the dependent variable. In contrast, if the 

result of F-test shows the p-value > significance level of 0.05, it means the null 

hypothesis should be accepted and it is concluded that all of the independent variables 

do not have same effect on the dependent variable. 

 

 From the Table 4.8 above which shows the result of the Significance Test for 

Model 1, it could be seen that the probability(F-statistic) or p-value (0.000) of EQ3, 

EQ4, EQ5, and EQ6 are less than 0.05. This means the null hypothesis should be 

rejected and it can be concluded that all of the independent variables have same effect 

on the dependent variable. However, the probability(F-statistic) or p-value (0.000) of 

EQ1 and EQ2 are greater than 0.05, which means that the null hypothesis should be 

accepted and it can be concluded that all of the independent variables do not have 

same effect on the dependent variable. 
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From the Table 4.9 above which shows the result of the Significance Test for 

Model 2, it could be seen that the probability(F-statistic) or p-value (0.000) of EQ1, 

EQ3, EQ4, EQ5, and EQ6 are less than 0.05. This means the null hypothesis should 

be rejected and it can be concluded that all of the independent variables have same 

effect on the dependent variable. However, the probability(F-statistic) or p-value 

(0.000) of EQ2 is greater than 0.05, which means that the null hypothesis should be 

accepted and it can be concluded that all of the independent variables do not have 

same effect on the dependent variable. 

 

 The independent variables used for this study are DER, DERSQ, DAR, 

DARSQ, which represents Financial Leverage. Meanwhile, the dependent variable 

used for this study is Tobin’s Q, EVEBITDA, EY which represents Firms Value and 

SR, SRISK and RAR which represents Stock Performance. Lastly, the control 

variables are LIQ, SGR, FAR, and MR.  
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4.5. Research Summary 

The Table 4.10 below shows the summary of research findings that have been 

obtained after performing the statistical tests. 

Table 4.11. Summary of Research Findings 

No Objective Hypothesis 

Research Findings 

(Independent 

Variable) 

Research 

Findings 

(Control 

Variable) 

Remarks 

1 

To identify 

the impact of 

DER on 

Tobin's Q 

H1: DER has 

a non-linear 

relationship 

with Tobin's Q 

DER: p-value (0.057) 

<0.10.  

DERSQ: p-value 

(.106) >0.05 and 

0.10. 

Coefficient: DER (-), 

DERSQ (+) 

 

Decision: Accept 𝐻0: 

(Not supported 𝐻1) 

LIQ, FAR, SGR, 

MR 

: p-value: 

(0.812;0.102 

;0.767;0.981) 

>0.05 and 0.10 

DER does not 

affect Tobin's Q 

2 

To identify 

the impact of 

DAR on 

Tobin's Q 

H2: DAR has 

a non-linear 

relationship 

with Tobin's Q 

DAR & DARSQ: p-

value (0.023; 0.038) 

<0.05 and 0.10. 

Coefficient: DAR 

(+), DARSQ (-) 

 

Decision: Reject 𝐻0:   

supported 𝐻2) 

LIQ, FAR, SGR, 

MR: p-value: 

(0.981;0.798 

;0.933;0.788) 

>0.05 and 0.10 

DAR has a 

significant non-

linear relationship 

with Tobin's Q 

3 

To identify 

the impact of 

DER on 

EV/EBITDA 

H3: DER has 

a non-linear 

relationship 

with 

EV/EBITDA 

DER and DERSQ: p-

value (0.768; 0.67) 

>0.05 and 0.10. 

Coefficient: DER (+), 

DERSQ (-) 

 

Decision: Accept 𝐻0: 

(Coefficient supports 

𝐻3) 

LIQ, FAR, SGR, 

MR: p-value: 

(0.678;0.104; 

0.921;0.909) 

>0.05 and 0.10 

DER does not 

have a significant 

non-linear 

relationship with 

EVEBITDA 

4 

To identify 

the impact of 

DAR on 

EV/EBITDA 

H4: DAR has 

a non-linear 

relationship 

with 

EV/EBITDA 

DAR and DARSQ: p-

value (0.497; 0.538) 

>0.05 and 0.10. 

Coefficient: DAR 

(+), DARSQ (-) 

 

Decision: Accept 𝐻0: 

(Coefficient supports 

𝐻4) 

LIQ, FAR, SGR, 

MR: p-value: 

(0.52;0.12;0 

.89;0.91)>0.05 

and 0.10 

DAR does not 

have a significant 

non-linear 

relationship with 

EVEBITDA 
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No Objective Hypothesis 
Research Findings 

(Independent Variable) 

Research Findings 

(Control 

Variable) 

Remarks 

5 

To identify 

the impact of 

DER on 

Earnings 

Yield 

H5: DER has a 

non-linear 

relationship with 

EY 

DER and DERSQ: p-

value (0.6662; 0.601) 

>0.05 and 0.10. 

Coefficient: DER (+), 

DERSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 𝐻5) 

LIQ, SGR: p-value: 

(0.554;0.104) > 

0.05 and 0.10 

FAR, MR: p-value 

(0.000; 0.039) 

<0.05 and 0.10 

DER does not have 

a significant non-

linear relationship 

with EY 

6 

To identify 

the impact of 

DAR on 

Earnings 

Yield 

H6: DAR has a 

non-linear 

relationship with 

EY 

DAR and DARSQ: p-

value (0.335; 0.406) 

>0.05 and 0.10. 

Coefficient: DAR (+), 

DARSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 𝐻6) 

LIQ: p-value: 

(0.738) > 0.05 and 

0.10 

SGR, FAR, MR: p-

value (0.095;0.000; 

0.038) <0.05 and 

0.10 

DAR does not have 

a significant non-

linear relationship 

with EY 

7 

To identify 

the impact of 

DER on-

Stock Return 

H7: DER has a 

non-linear 

relationship with 

SR 

DER and DERSQ: p-

value (0.55; 0.808) >0.05 

and 0.10. 

Coefficient: DER (+), 

DERSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 𝐻7) 

LIQ, SGR: p-value: 

(0.171;0.783) > 

0.05 and 0.10 

FAR, MR: p-value 

(0.011; 0.000) 

<0.05 and 0.10 

DER does not have 

a significant non-

linear relationship 

with SR 

8 

To identify 

the impact of 

DAR on 

Stock Return 

H8: DAR has a 

non-linear 

relationship with 

SR 

DAR and DARSQ: p-

value (0.809; 0.972) 

>0.05 and 0.10. 

Coefficient: DAR (+), 

DARSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 𝐻8) 

LIQ, SGR: p-value: 

(0.165;0.775) > 

0.05 and 0.10 

FAR, MR: p-value 

(0.011; 0.000) 

<0.05 and 0.10 

DAR does not have 

a significant non-

linear relationship 

with SR 
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No Objective Hypothesis 

Research Findings 

(Independent 

Variable) 

Research 

Findings 

(Control 

Variable) 

Remarks 

9 

To identify 

the impact 

of DER on-

Stock Risk 

H9: DER has 

a positive 

impact on 

Stock Risk 

DER: p-value 

(0.1375) >0.05 and 

0.10. 

 

Decision: Accept 𝐻0 

(supports 𝐻9) 

SGR: p-value 

(0.227)>0.05 

and 0.10 

LIQ, FAR, MR: 

p-value (0.0007, 

0.0003, 0.0005) 

<0.05 and 0.10 

DER does not 

affect Stock Risk 

10 

To identify 

the impact 

of DAR on 

Stock Risk 

H10: DAR has 

a positive 

impact on 

Stock Risk 

DAR: p-value (0.321) 

>0.05 and 0.10. 

 

Decision: Accept 𝐻0 

(supports 𝐻10) 

SGR: p-value 

(0.232)>0.05 

and 0.10 

LIQ, FAR, MR: 

p-value (0.000, 

0.000, 0.000) 

<0.05 and 0.10 

DAR does not 

affect Stock Risk 

11 

To identify 

the impact 

of DER on 

Risk-

Adjusted 

Return 

H11: DER has 

a non-linear 

relationship 

with RAR 

DER and DERSQ: p-

value (0.552; 0.815) 

>0.05 and 0.10. 

Coefficient: DER (+), 

DERSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 

𝐻11) 

LIQ, SGR: p-

value: 

(0.154;0.784) > 

0.05 and 0.10 

FAR, MR: p-

value (0.012; 

0.000) <0.05 and 

0.10 

DER does not 

have a significant 

non-linear 

relationship with 

RAR 

12 

To identify 

the impact 

of DAR on 

Risk-

Adjusted 

Return 

H12: DAR has 

a non-linear 

relationship 

with RAR 

DAR and DARSQ: p-

value (0.83; 0.982) 

>0.05 and 0.10. 

Coefficient: DAR (+), 

DARSQ (-) 

 

Decision: Accept 𝐻0 

(Coefficient supports 

𝐻12) 

LIQ, SGR: p-

value: 

(0.150;0.776) > 

0.05 and 0.10 

FAR, MR: p-

value (0.012; 

0.000) <0.05 and 

0.10 

DAR does not 

have a significant 

non-linear 

relationship with 

RAR 
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4.6. Research Analysis and Discussion 

 

Based on the summary of research findings as stated in the Table 4.10 above, 

the results of the T-test regarding the independent variables stated that only DAR has 

a significant non-linear relationship with the Tobin’s Q of non-financial listed 

companies in the Kompas100 index during 2014-2018. This means that when DAR 

increases, it will not always bring about the same change in Tobin’s Q. Since this 

study found that DAR has a significant non-linear relationship with the Tobin’s Q, 

this means that the results of this study support the second (𝐻2) hypothesis of this 

study. It can be assumed that the reason why DAR has a significant non-linear 

relationship with the Tobin’s Q during the period of 2014-2018 is because DAR is a 

more appropriate ratio for reflecting and measuring the firm’s leverage as it takes into 

account of the total assets as opposed to just the equity. Hence, the results coincide 

with the trade-off theory, which assumes that leverage and firm’s value have a non-

linear relationship which causes the increase in the benefit of tax advantages and 

financial distress to occur as firms increase their debt level. The result of the T-test 

regarding the control variable, Liquidity (LIQ) has a significant effect on Stock Risk. 

Sales Growth (SGR) has a significant effect on Earnings Yield. Market Return (MR) 

and Fixed Asset Ratio (FAR) has a significant effect on Earnings Yield, Stock 

Return, Stock Risk, and Risk-Adjusted Return.  

From the result of the T-test, it could be known that DER does not have an 

effect on Tobin’s Q, Enterprise Value/EBITDA (EVEBITDA), Earnings Yield (EY), 

Stock Return (SR), Stock Risk (SRISK), and Risk-adjusted Return (RAR). In 

addition, DAR does not have an effect on Enterprise Value/EBITDA (EVEBITDA), 

Earnings Yield (EY), Stock Return (SR), Stock Risk (SRISK), and Risk-adjusted 

Return (RAR). This means the increase or decrease of the firm’s value and stock 

performance of non-financial companies listed in the Kompas100 index during the 

period of 2014-2018 could not be explained by the aforementioned independent 

variables. Since the aforementioned independent variables do not have effect towards 

the firm’s value and stock performance, this means the results of this study do not 
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support the first (𝐻1), third (𝐻3), fourth (𝐻4), fifth (𝐻5), sixth (𝐻6), seventh (𝐻7), 

eighth (𝐻8), ninth (𝐻9), tenth (𝐻10), eleventh (𝐻11), and twelfth (𝐻12) hypothesis of 

this study. The results of this study also do not support the previous researches that 

have been done by Ibrahim (2020), Pandya (2016), and Mustafa et al., (2017) which 

showed that the aforementioned independent variables have effects towards firm’s 

value and stock performance.  

Since the results of this study show that only financial leverage (DAR) have a 

significant non-linear relationship towards firm’s value (Tobin’s Q) of non-financial 

companies listed in the Kompas100 index during the period of 2014-2018, it means 

the results of this study align with the Trade-off Theory. This theory states that firms 

will decide on the capital structure that they wish to employ by considering the trade-

off between the cost of bankruptcy and tax benefits of the debt. This theory suggests 

that the manager should choose the debt ratio that maximizes firm value (Brealey and 

Myers, 2003, p.498).  Further study is still required in order to further investigate the 

reasons behind why only DAR has a significant non-linear relationship towards the 

Tobin’s Q of the non-financial companies listed in the Kompas 100 index during the 

period of 2014-2018. 
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CHAPTER V 

CONCLUSIONS AND RECOMMENDATIONS 
 

5.1. Conclusions 

 

This study explores the concern of whether firms need to consider building an 

optimal capital structure and whether it would overall affect their goal, assuming their 

main objective is to maximize value. The research problem is that previous research 

studies have looked into the relationship between capital structure/ financial leverage 

on firms’ value and stock performance under different industries and these studies 

have ultimately uncovered different results. There are also several theories that have 

been adopted on this subject. Essentially, this study explores the idea of whether 

employing more leverage (highly-leveraged firms) would impact the firm’s value.  

 

 Based on the research problem, this study has two main objectives, namely to 

identify the impact of Financial Leverage on Firm’s Value and to identify the impact 

of Financial Leverage on Stock Performance, during the period of 2014-2018. This 

study used the panel data regression and significance test in order to answer all 

research questions of this study. The analysis and discussion regarding the results of 

each of the tests are provided in the Chapter 4 of this study. The conclusions from the 

results of each of the tests are as follows: 

1. To answer the first and second research question, this study used the panel 

data regression and significance test, especially the test on individual 

regression coefficients (t-Test) and simultaneous significance test (F-Test). 

Based on the results of the panel data regression and F-test, the Financial 

Leverage (DER) has the same effect on Firm’s Value (EY) and Stock 

Performance (SR, SRISK, RAR) and Financial Leverage (DER) does not 

have the same effect on Firm’s Value (Tobin’s Q, EVEBITDA). In 

addition, Financial Leverage (DAR) has the same effect on Firm’s Value 

(Tobin’s Q, EY) and Stock Performance (SR, SRISK, RAR) and Financial 
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Leverage (DAR) does not have the same effect on Firm’s Value 

(EVEBITDA). 

2. Based on the results of the panel data regression and t-Test, it could be 

known that Financial Leverage (DAR) has a significant non-linear 

relationship with Tobin’s Q (Firm’s Value), during the observation period 

of 2014-2018. Meanwhile, Financial Leverage (DER) does not have a 

significant relationship with Firm’s Value (Tobin’s Q, EVEBITDA, EY) 

and Stock Performance (SR, SRISK, RAR). In addition, Financial 

Leverage (DAR) does not have a significant relationship with Firm’s 

Value (EVEBITDA, EY) and Stock Performance (SR, SRISK, RAR), 

during the observation period of 2014-2018. 

 

In conclusion, since only DAR has a significant non-linear relationship with 

Tobin’s Q (Firm’s Value), during the period of 2014-2018, it means the ratio of 

Tobin’s Q of non-financial companies listed in the Kompas100 index during the 

period of 2014-2018 can be explained by the level of Debt-Asset Ratio of the 

company. The results of this study can also be concluded to be aligned with the 

Trade-off theory, which suggests that benefits (tax advantages) and costs (financial 

distress) are associated with debt and firms should follow a targeted debt ratio where 

benefits are maximum against minimum loss, and henceforth, have a non-linear 

relationship.  

 

5.2. Recommendations 

Based on the limitations of this study, there are several recommendations for 

the researchers who want to continue and develop this study, namely: 

1. Further research is encouraged to use an index that is not based in 

Indonesia, such as S&P 500 to obtain more data.  

2.  Further research is encouraged to analyze in longer observation period or 

to use different observation period in order to obtain more accurate or 

possible different research results and to get more research samples. 
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3. This study uses Tobin’s Q, Enterprise Value/EBITDA and Earnings Yield 

as a measurement for Firm’s Value. Further research is encouraged to use 

other variables that may predict a more accurate representation of Firm’s 

Value.  

4. Further Research is encouraged to focus on Model 2 for the measurement 

of Financial Leverage, since DAR is considered to be a more accurate 

representation of Financial Leverage. 

5. Further Research is encouraged to take the companies that pay taxes based 

on Final tax into consideration. Assuming that the Trade-off theory 

assumptions are intended to be carried on, further Research can separate 

the companies that pay based on Final Tax by industry and use a dummy 

variable when running the regression.  
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APPENDICES 
 

Appendix 1: Result of Chow Test, Hausman Test, and LM Test  

 

 Results of Chow Test Model 1 (Equation 1-Equation 6) 
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Appendix 2: Result of Chow Test, Hausman Test, and LM Test (Cont) 

 

 Results of Chow Test Model 2 (Equation 1- Equation 6) 
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Appendix 3: Result of Chow Test, Hausman Test, and LM Test (Cont) 

 

 Results of Hausman Test Model 1 (Equation 1- Equation 6) 
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Appendix 4: Result of Chow Test, Hausman Test, and LM Test (Cont) 

 

 Results of Hausman Test Model 2 (Equation 1- Equation 6) 
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Appendix 5: Result of Chow Test, Hausman Test, and LM Test (Cont) 

 

 Results of LM Test Model 1 (Equation 1- Equation 6) 
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Appendix 6: Result of Chow Test, Hausman Test, and LM Test (Cont) 

 

 Results of LM Test Model 2 (Equation 1- Equation 6) 
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 Appendix 7: Result of Multicollinearity Test 

 

 Results of Multicollinearity Test (Equation 1- Equation 3) 
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Appendix 8: Result of Multicollinearity Test (Cont) 

 

 Results of Multicollinearity Test (Equation 4- Equation 6) 
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Appendix 9: Results of Panel Data Regression and Significance Test 

 

 Model 1 (Equation 1- Equation 2) 
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Appendix 10: Results of Panel Data Regression and Significance Test (Cont) 

 

 Model 1 (Equation 3- Equation 4) 
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Appendix 11: Results of Panel Data Regression and Significance Test (Cont) 

 

 Model 1 (Equation 5- Equation 6) 
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Appendix 12: Results of Panel Data Regression and Significance Test (Cont) 

 

 Model 2 (Equation 1- Equation 2) 
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Appendix 13: Results of Panel Data Regression and Significance Test (Cont) 

 

 Model 2 (Equation 3- Equation 4) 
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Appendix 14: Results of Panel Data Regression and Significance Test (Cont) 

 

 Model 2 (Equation 5- Equation 6) 

 
 

 


